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MODULE 1 [INTRODUCTION TO REMOTE SENSING AND RADIAT ION

PRINCIPLES]

Unit 1: Overview

1.0Introduction

This lesson will provide an overview of remote segsprocess. As such, it is aimed at
introducing the students to the science, art aodnt@logy of Remote Sensing (RS). The course
covers the principles of remote sensing, radiagonciples, imaging systems, geometry of air
photographs aerial photo interpretation and thecgles of digital image processing, etc. The

synopsis of the course contents is presented below.

2.00bjectives
1. To formerly introduce the students to the sciemmktachnology of remote sensing
2. To give an outline of the entire course
3. To expose the students to the practical issuesrenigtlevance of the course in problem

solving.

3.0Main Body
3.1 Introduction to Remote Sensing

The science of remote sensing has emerged as dhe afost fascinating subjects over
the past four decades. Earth observation from sggoagh various remote sensing instruments
has provided a vantage means of monitoring landaserr dynamics, natural resources
management, and the overall state of the envirohitssif (Joseph, 2005). Practically, our eyes

and cameras are familiar means of obtaining remmetsing information about a distant object



without having physical contact. Aerial photograpites/e been used for years to improve the
accuracy of surface maps faster and more cheapiydn be done by on-site surveys. Deriving
accurate measurements from photographs is the reélrphotogrammetry, an important
application of remote sensing.

Remote sensing techniques allow taking images ef ¢arth surface in various
wavelength regions of the electromagnetic spec{itlS). One of the major characteristics of a
remotely sensed image is the wavelength regioeptesents in the EMS. Some of the images
represent reflected solar radiation in the visilaed the near infrared regions of the
electromagnetic spectrum, others are the measutenoénthe energy emitted by the earth
surface itself i.e. in the thermal infrared wavején region Aggarwal, URL) The energy
measured in the microwave region is the measunelafive return from the earth’s surface,
where the energy is transmitted from the vehidelit This is known aactive remote sensing,
since the energy source is provided by the renmensisg platform. Whereas the systems where
the remote sensing measurements depend upon tBmaxenergy source, such as sun are
referred to apassive remote sensiggstems.

According to Lillisand and Kiefer (1999) Electrogretic remote sensing involves 2
basic processes namely: data acquisition and dalysss. The data acquisition component
include energy sources; propagation of energy tiitrdhe atmosphere; energy interaction with
earth surface features; retransmission of energyugh the atmosphere; airborne and space
borne sensors and generation of sensor data ioripicand/or digital form. On the other hand,
the data analysis process has to do with examitiveg data using various viewing and

interpretation instruments/devices to analyze tigumed data. Maps and other data layers/tables



may result from the analysis which may be used qalaith other data in a GIS to support
decision.
This course is designed on the one hand to intedoe students to remote sensing. The main
aim is to equip the student with basic knowledgehef technology including the application
issues. At the end of the course the student woale sufficiently learned quite a lot of things
about remote sensing, including:

* Meaning and Definition of Remote Sensing

* Principles of Remote Sensing

» Historical development of Development

» Electromagnetic Radiation and the Radiation Priesip

* Remote Sensing Imaging Systems

* Remote Sensing Data

» Air photo Interpretation

» Principles of Digital Image Processing

» Applications of Remote Sensing

* Issues in the implementation of a Remote Sensiogélr

The Course is structured in modular format; heheeentire Course is divided into five (5)
modules. Each module treats a particular themecidsd with remote sensing. Also, each
module is sub-divided into Units; there are fivé (hits in each module. The discussions in
each Unit, though rich in content are not exhaestinerefore, some reference materials as well

as other resources for further reading are givéheaénd of each Unit.



4.0Conclusion

The science of remote sensing Remote Sensingavidly new, at least within the Nigerian
context. The students should therefore, be readgatm some new terminologies, concepts and
methods of managing spatial data in a computerremvient. Importantly, the students should
pay particular attention to the peculiarities anteptialities and, hence, practical applications of

remote sensing.

5.0Summary

This course is all about introducing the studenthe principles of remote sensing. The
course has been organised in a somewhat logicahenamhere are (5) modules; each module,
contains a number of units of interrelated issd@sfully understand and appreciate the art and

science of remote sensing the student needs tailitdoins library extensively.
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Unit 2 Electromagnetic Radiation

1.0Introduction

This lesson is aimed at introducing the studentsh& electromagnetic energy which is
considered the main source of energy for remotesisgn According to Whittow (1984)
electromagnetic energy (EME) (also known as elewhagnetic radiation (EMR) is the
propagation of radiant energy in a variety of akgssvhich differ only in wavelength, during
which electric and magnetic fields vary simultar&gu The classes of EMR are gamma
radiation; X-rays; ultraviolet; visible radiatiomfrared radiation; microwaves and radio waves.

In this unit, these shall be considered with emizhas the visible light.

2.00bjectives
1. To expose the students to the source of energgfoote sensing
2. To get the students to be acquainted with the adedectromagnetic energy and the

spectrum.

3.0Main Body

3.1 Electromagnetic Radiation

Remote sensing requires energy source to illumittegetarget. Some remote sensors are
passive while others are active. The passive senddize the energy from the sun for its

activities, while the active ones generate thegrgy for the sensing process. This energy
from the sun (also called solar energy/radiatisniphithe form of electromagnetic radiation.

All electromagnetic radiation has fundamental prope and behaves in predictable ways

according to the basics of wave theory. Electroreigrradiation has electrical field (E)



which varies in magnitude in a direction perpentdicto the direction in which the radiation
travels, and a magnetic field (M) oriented at righgles to the electrical field. Both fields

travel at the speed of light (c) (Figure 1.1).

Figure 1.1: The Electric and Magnetic Fields of théelectromagnetic Energy

Source: Short (URL)

3.1.1 Wavelength and Frequency

In understanding the electromagnetic radiation, oiv@s are particularly important. These
include thewavelengthandfrequency. Wavelength is the distance between one wave peak
and the other. Wavelength is usually representetthdyGreek letter lambda'j. The longer

the wavelength the lesser the energy content acel wersa. Wavelength is measured in
metres (m) or some factor of metres suchasometres(nm, 10° metres)micrometres
(Um, 10° metres) or centimetres (cm, 4@netres). This is illustrated in the diagram in

Figure 1.2
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Figure 1.2: The Electromagnetic Wavelength

Source: Short (URL)

On the other hand, Frequency is the number (cyoleawe) of wave peaks that passes
through a fixed point per unit time. It is measumetertz (Hz), which is equivalent to one
cycle per second, and various multiples of hertz.

Wavelength and frequency are related by the folgwWormula:
o=Ay

whete:

A = wavelength (m)
v=frequency (cycles per secand, Hz)
¢ =speed of Hght (3x10%m/s)

3.2 The Electromagnetic Spectrum
Substances with temperature above what is knowabaslute zero (-278 or 0K) are
considered capable of emitting radiations if cirstemce are right. But temperatures below

absolute zero are not believed to exist. The aafayavelength ranges within which earth



surface features react to incident radiation dbssrithe electromagnetic spectrum. Displayed
wavelengths have differences which vary from huddpé kilometres down to unimaginable

short dimensions. However, a continuum is visudliZaninterrupted ordered sequence or
something in which a fundamental common charastdrsicernible amid a series of insensible or
indefinite variations) of varieties of electromatgoenergy between these two extremes and the
total array is called the electromagnetic spectrbor. convenience, the spectrum is commonly
divided into regions, but really, such divisiong awot discernible. Wavelength dimensions are
used to bound regions and names are generallynassitp regions of the electromagnetic

spectrum for convenience (See Figure 2.3).
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Figure 2.2: The Electromagnetic Spectrum

Source: Short (URL)

As said earlier, the Electromagnetic Spectrum fsxdd by wavelength. It ranges from very
short wavelength cosmic rays to the long waveleon@dtandard radio waves. Typical aerial
photography and infrared aerial photography arernak the visible and photographic infrared

bands, which range from 0.4 to 0.9 micrometersl{dpiths of a meter)Jhort, URL).



Visible Spectrum

The visible portion of the electromagnetic spectigralways considered to be a spectrum within
a spectrum. The visible spectrum consists of git& kvhich our eyes can detect. It is important

to note how small a portion of the electromagngiectrum is represented by the visible region.
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Figure 2.4: The Visible Spectrum
Source: Short (URL)

4.0Conclusion

In this unit, electromagnetic energy has been dsed as a very important source of energy for

remote sensing. This form of energy travels in aeséke fashion at the speed of light. It is



measured in wavelength and frequency. The longerwhvelength the smaller the energy
content and vice versa. The array of wavelengthesaifirom the least to the highest describes the

electromagnetic spectrum. This knowledge is necg$sainderstanding remote sensing.

5.0Summary
Electromagnetic energy has been identified andudssd as the major source of energy for
remote sensing. This energy is commonly measuragielength and sometimes in terms of the
frequency. When the array of wavelengths is ordémuoh the least to the highest we have the
electromagnetic spectrum. This is indeed fundanhémtihe understanding of other issues in the
course.
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Unit 3 Radiation Principle

1.0 Introduction
The knowledge of radiation principle is quite esg#in remote sensing. This is so since
its source, the manner it travels, the interactadnearth surface features, etc. all
determine the proportion of the radiation that vaikable for use by remote sensing
systems. The amount of radiation from an objediddaadiance) is influenced by both
the properties of the object and the radiationrtytthe object (irradiance). The human
eyes register the solar light reflected by thegeatb and our brains interpret the colours,
the grey tones and intensity variations. In rems#asing various kinds of tools and
devices are used to make electromagnetic radiatitside this range from 400 to 700 nm
visible to the human eye, especially the near iettamiddle-infrared, thermal-infrared
and microwaves.

2.0  Objectives
1. To get the students to understand the basic ptexcipf radiation as they relate to

remote sensing.

3.0 Main Body

3.1 Radiation Principle
The term radiation is defined as a process in wkitdrgy is transmitted in the form of

waves or particles, by a body as it changes frdngher energy state to a lower energy state. It

is one of the 3 recognized modes of energy transibe other two are conduction and

convection. Of these 3 modes of transfer of enempiation is the most unique in the sense that

it can be transferred through free space and tfraugedium like air.



In most case, many characteristics of electromagmnadiation are easily described by
wave theory. Particle theory also offers usefuighsinto how electromagnetic energy interacts
with matter. The theory states that electromagmrati@ation is composed of many discrete units
called photons or quanta and that the energy ofiantgm is inversely proportional to its
wavelength. That is, the longer the wavelength Ived, the lower its energy content. In remote
sensing, it is extremely difficult to sense fromitbasurface features with such long wavelength
radiations. The low energy content of long wavetbrrgdiation implies that systems operating
at long wavelengths must view large areas of thihed given time so as to obtain a detectable

energy signal.

The sun is the most obvious source of electrontagmadiation for remote sensing.
However all matter at temperature above absolute & or - 273) continuously emits
electromagnetic radiation. The terrestrial objeats also sources though it is of considerably
different magnitude and spectral composition thaat bf the sun (Lillisand and Kieffer, 2000).
How much energy any object radiates is amongstrothiags a function of the surface
temperature. This characteristic is expressed &yStiefan Boltzman’ law. This law states that,

the higher the temperature of the radiator, thatgrehe total amount of the radiation it emits.
4.0 Conclusion

In this unit, radiation has been defined as a m®ae which energy is transmitted in the form of
waves or particles, by a body as it changes framgher energy state to a lower energy state.
Particles law and Stefan Boltzman'’s law presented give useful insight to understanding the
principles of radiation. Through the latter we knthat the amount of energy radiated is directly

proportional to the temperature of the body radatt.



5.0 Summary

The usefulness of the principle of radiation to eéensensing is highlighted here. The facts
presented here give an idea of what the princgpl©ther related sources of reading are given at

the end of the unit.
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Unit 4 Energy Interactions in the Atmosphere

1.0 Introduction

As the electromagnetic energy passes through thesaheric pathway, two things will likely
take place. These include atmospheric scatteridgadsorption. How these affect the radiation
that is available to remote sensors are discussed. tFinally, atmospheric windows are

discussed which give useful insight to how theatdn gets to the earth surface.

2.0 Objectives
1. To expose the students to the different aspeas@fgy interaction in the atmosphere.
2. To discuss the different laws and principles whictlp explain the atmospheric

interference to electromagnetic radiation.

3.0 Main Body

3.1 Energy Interaction in the Atmosphere

All Radiation detected by remote sensors pass tfir@ome path length of the atmosphere. As
radiation passes through such distances in the spimeoe, two things take place namely
atmospheric scattering and absorption. Both sa@agfend absorption, in one way or the other,

affect the intensity as well as the spectral contjposof the available radiation.

1. Atmospheric Scattering

According to Lillisand and Kieffer (1999) atmospitescattering is the unpredictable diffusion

of radiation by particles in the atmosphere.

a. Rayleigh Scatter



This occurs when there is an interaction betwesrogpheric molecules and other tiny particles
that are much smaller in diameter than the wavéteafjthe interacting radiation. The effect of
Rayleigh Scatter is inversely proportional to tbarth power of the wavelength. There is much
more propensity for short wavelength to be scattdrg this scattering mechanism than long

wavelength.

b. Mie Scatter

This form of scatter takes place when atmosphaitigles diameters equal the wavelength of
the energy being sent. Dust and Water vapour aentin atmospheric constituents that scatter

radiation. This type of scatter affect longer wawejth compared to Rayleigh Scatter.

c. Non-selective Scatter

This occurs when the diameters of the particlesioguscatter are much larger than the
energy wavelength being sent. For instance, wateplets cause much scatter. Such water
droplets commonly have diameter ranging from 5 @®uln. They scatter all visible and
reflected infrared wavelengths equally. In thebisiwavelength, equal quantities of blue, green

and red light are scattered making fog and clopgear white.

2. Atmospheric Absorption

Atmospheric absorption results in the effectivesloenergy to atmospheric constituents at a
given wavelength. Carbon dioxide, water vapour amdne are the major absorbers of solar
radiation. Due to the fact that these atmosphennsttuents absorb EME in specific wavelength
bands, they seriously influence where we look sp#gtwith any given remote sensing system.

The wavelength range within which the atmosphesmsimits energy are referred to as



atmospheric windows. In short, we are forced byimato channel our attention to those spectral
regions where the atmosphere will transmit suffitiadiation to our detector. The visible region

is the most familiar and widely used and has a Veamgth range of 0.4 to 0.7um.
4.0 Conclusion

Energy interaction with atmospheric constituentss wscussed here. Two things namely
scattering and absorption take place in the atnerephs radiation is passing through it. Dust
Water vapour, etc. are atmospheric constituentssttater radiation while carbon dioxide, water

vapour and ozone are the major absorbers of radiati
5.0Summary

The interaction of radiation with atmospheric cdosits was discussed under this unit. The
different scattering laws were discussed amongsthwhare the Rayleigh, Mie, Non-selective
scattering laws. The role of ozone, carbon dioxddd water vapour were as well presented as

atmospheric constituents that absorb radiation.
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Unit 5 Energy Interaction with Earth Surface Features

1.0 Introduction

When EME is incident on any given earth surfaceuies it is reflected, absorbed and/or
transmission. In remote sensing, the proportiosuah radiation that is reflected or transmitted

constitutes what is available to remote sensorhithunit, these are discussed

2.0 Objectives
1. To highlight the different ways in which earth sagé features interact with incident
radiation
2. To discuss the relationship between the total gnavgilable to that reflected, absorbed

and transmitted.

3.0 Main Body

3.1 Energy Interaction with Earth Surface Features

When EME is incident on any given earth surfacatuiee, three fundamental energy
interactions will possibly take place. These ineluceflection (R), absorption (B and
transmission (). This is illustrated in Figure 2.5 for an elemefhthe volume of a water body

below.
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Figure 2.5: Basic interactions between Electromagnetic enenglyEzarth Surface featuresfier

Lillisand and Kiefer, (1999)

Various fractions of the energy incident on thenedats are reflected, absorbed, and or
transmitted. Applying the principle of conservatiminenergy, Lillisand and Kiefer (1999) stated
the interrelationship between these three energyaations as:

EG) = &M +E®) +EQ)

where E denotes the incident energy, Benotes the reflected energy, @enotes the absorbed
energy and £ denotes the transmitted energy, with all energpmanents being a function of

wavelength ).

The above equation is an energy balance equatiacchveixpresses the interrelationship between
the mechanisms of reflection, absorption, and trassion. The proportions of energy reflected,
absorbed, and transmitted vary for different eéetitures, depending on their material type and

condition. These differences permit us to distisgudifferent features on an image.

Also, the wavelength dependency means that, evémnwa given feature type, the

proportion of reflected, absorbed, and transmitt@érgy will vary at different wavelengths.



Consequently, two features may not be distinguighal one spectral range and be very
different in another wavelength band. Within theibvie portion of the spectrum, these spectral
variations result in the visual effect called caoldtor instance, we call objects, "blue” when they
reflect highly in the blue portion of the visiblpextrum, "green” when they reflect highly in the
green spectral region, and so on. Thus, the eligastispectral variations in the magnitude of
reflected energy in the visible region to discriata between various objects. The geometric
manner in which an object reflects energy is alsoimportant consideration. This factor is
primarily a function of the surface roughness @& tbject. Specular reflectors are flat surfaces
that manifest mirror like reflections, where thegkenof reflection equals the angle of incidence.
Diffuse (or Lambertain) reflectors are rough suefa¢ h at reflect uniformly in all directions
(Lillisand and Kiefer, 1999). Most earth surfacee aeither perfectly specular nor diffuse
reflectors. Their characteristics are somewhatatwben the two extremes. The category that
characterizes any given surface is dictated bystm#ace's roughness in comparison to the
wavelength of the energy incident upon it. For eglemin the relatively long wavelength radio
range, rocky terrain can appear smooth to incidantgy.

In comparison, in the visible portion of the spenir even a material such as fine sand
appears rough. In short, when the wavelength afiémt energy is much smaller than the surface
height variations or the particle sizes that mageausurface, the surface is diffuse. Diffuse
reflections contain spectral information on the |6co" of the reflecting surface, whereas
specular reflections do not. Hence, in remote sgnsve are most often interested in measuring
the diffuse reflectance properties of terrain fesdu The reflectance characteristics of earth

surface features may be quantified by measuringpdingon of incident energy that is reflected.



This is measured as a function of wavelength, andalled spectral reflectance).Rlt is
mathematically defined as

R, = Er(A) = Energy of wavelength reflected from the object X 100

E(\) Energy of wavelengthincidence upon the object

where R is expressed as a percentage.

3.1.1 Spectral Reflectance on Vegetation, Soil antfater (Adapted from Lillisand and
Kiefer, 1999)

Figure 2.6 shows typical spectral reflectance curf@ three basic types of earth
features: Healthy green vegetation, Dry bare gp#\-brown loam), and Clear lake water. The
lines in this figure represent average reflectanw®es compiled by measuring a large sample of
features. Note how distinctive the curves are fachefeature. In general, the configuration of
these curves is an indicator of the type and camdiof the features to which they apply.
Although the reflectance of individual features Iwibry considerably above and below the
average, these curves demonstrate some fundanpentéd concerning spectral reflectance. For
example, spectral reflectance curves for healtleemrvegetation almost always manifest the

"peakand-valley" configuration illustrated in Figur
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Figure 2.6: Spectral reflectance curves for vegetation soif avater (Lillisand and Kiefer

(1999), adapted from Swain and Davis, 1978)

The valleys in the visible portion of the spectrane dictated by the pigments in plant leaves.
Chlorophyll, for example, strongly absorbs enengythe wavelength bands centered at about
0.45 and 0.6um. Hence, our eyes perceive healthy vegetatiomeengn colour because of the
very high reflection of green energy. If a plansibject to some form of stress that interrupts its
normal growth and productivity, it may decreasecease chlorophyll production. The result is
less chlorophyll absorption in the blue and reddsai®ften the red reflectance increases to the
point that we see the plant turn yellow (combinmatd green and red). As we go from the visible
to the reflected infrared portion of the spectrumabout 0.7um, the reflectance of healthy
vegetation i n creases dramatically. In the ramgenfabout 0.7 to 1,8n, a plant leaf reflects

about 50 percent of the energy incident upon itsiMaf the remaining energy is transmitted,



since absorption in this spectral region is mininkiant reflectance in the 0.7 to uf range
results primarily from the internal structure ofapt leaves. Because this structure is highly
variable between plant species, reflectance measunts in this range often permit us to
discriminate between species, even if they lookstirae in visible wavelengths. Likewise, many
plant stresses alter the reflectance in this regi@hsensors operating in this range are often used
for vegetation stress detection.

Beyond 1.3um, energy incident upon vegetation is essentiddgogbed or reflected, with
little to no transmittance of energy. Di p s i fleéetance occur at 1.4, 1.9, and 2m because
water in the leaf absorbs strongly at these wawgthes. Accordingly, wavelengths in these
spectral regions are referred toveeter absorption bands Reflectance peaks occur at about 1.6
and 2.2um, between the absorption bands. Throughout thgeraeyond 1.3m, leaf reflectance
is approximately inversely related to the total evgiresent in a leaf. This total is a function of
both the moisture content and the thickness ofe&d |€he soil curve in Figure 4 shows
considerably less peak-and-valley variation inewfince i.e., the factors that influence soil
reflectance act over less specific spectral ba®dme of the factors affecting soil reflectance are
moisture content, soil texture (proportion of sasilt, and clay), surface roughness, the presence
of iron oxide, and organic matter content. Thestofg are complex, variable, and interrelated.
For example, the presence of moisture in soil déitrease its reflectance. As with vegetation,
this effect is greatest in the water absorptiondsaet about 1.4, 1.9, and 2iih (clay soils also
have hydroxyl absorption bands at about 1.4 andu#h? Soil moisture content is strongly
related to the soil texture: coarse, sandy sodsusually well drained, resulting in low moisture
content and relatively high reflectance; poorlyicked fine textured soils will generally have

lower reflectance. In the absence of water, howetre soil itself will exhibit the reverse



tendency: coarse textured soils will appear dattken fine textured soils. Thus, the reflectance
properties of a soil are consistent only withintjgaitar ranges of conditions. Two other factors
that reduce soil reflectance are surface roughaedgshe content of organic matter. The presence
of iron oxide in a soil will also significantly dexase reflectance, at least in the visible
wavelengths. In any case, it is essential thaatiayst be familiar with the conditions at hand.
Considering the spectral reflectance of watprpbably the most distinctive
characteristic is the energy absorption at refteadrared wavelengths. In short, water absorbs
energy in these wavelengths whether we are talabaut water features per se (such as lakes
and streams) or water contained in vegetation ibrlsmating and delineating water bodies with
remote sensing data is done most easily in refleatérared wavelengths because of this
absorption property. However, various conditionsvafer bodies manifest themselves primarily
in visible wavelengths. The energy/matter inteawdi at these wavelengths are very complex
and depend on a number of interrelated factors ekample, the reflectance from a water body
can stem from an interaction with the water's s@fgspecular reflection), with material
suspended in the water, or with the bottom of tlatewbody. Even with deep water where
bottom effects are negligible, the reflectance prtps of a water body are not only a function of
the water per se but also the material in the wa&krar water absorbs relatively little energy
having wavelengths less than aboufuf6 High transmittance typifies these wavelengthih ai
maximum in the blue-green portion of the spectrbiowever, as the turbidity of water changes
(because of the presence of organic or inorganitenmaés) transmittance - and therefore
reflectance -changes dramatically. For examplegmatontaining large quantities of suspended
sediments resulting from soil erosion normally hawech higher visible reflectance than other

"clear" waters in the same geographical area.



In the same manner,, the reflectance of water asangth the chlorophyll concentration
involved. Increases in chlorophyll concentratiomdeto decrease water reflectance in blue
wavelengths and increase it in the green wavelengthese changes have been used to monitor

the presence and estimate the concentration of aigaemote sensing data.

4.0 Conclusion

In the unit, the interaction of the different easilrface features with incident radiation
was discussed. It is noted that the radiation cdaddreflected, absorbed and/or transmitted

depending on the nature of the body.

5.0 Summary

In summary, it is clear each earth surface feateaet differently to incident radiation

and this knowledge is quite useful in understandmgprocesses involved.
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MODULE 2 [REMOTE SENSING PLATFORMS, IMAGING SYSTEM AND THEIR

CAPABILITIES]
Unit 1 Remote Sensing Platforms
1.0 Introduction

In (Electromagnetic) remote sensing, sensors aé tesacquire information which is converted
into a form that can be understood and recordedsdlsensors are mounted in vehicles. For all
airborne systems, the sensors and perhaps alsentrgy source (for active sensors) need a
vehicle to carry them, this known as the platfodnconventional aircraft is the commonest
platform but helicopters, balloons and kites migatused in particular cases. Rockets spacecraft

and skylab are other kinds of platforms. Thesealaeussed in this section.

2.0 Objectives
1. To expose the students to the various remote sgpiatforms
2. To get the students to know the differences betwemen airborne and spaceborne
platforms

3.0 Main Body



1. Remote Sensing Platforms

There are basically two forms of platforms used@mote sensing. For all airborne and
spaceborne systems, the sensors and perhapsalsoeitlyy source need a vehicle to carry them.
This is generally known as platform. Such vehidesarriers collect and record energy reflected
or emitted from a target or surface. The sensort mass on a stable platform from the target or
surface being observed. There are so many typestaite sensing platforms; platforms may be
situated on the ground, on an aircraft or balloorow a spacecraft or satellite outside of the
Earth’s atmosphere (Farooq, 2002). The remote sgndiatforms can be classified into the

following;

a. Land — Based Platforms the land — based remote sensing platforms inchades,
trucks, tractors, tanks, tall buildings, ladder.e@ften, they are used to record detailed
information about the surface which compared witforimation collected from aircraft or
satellite sensors. In some cases, this can be toséeétter characterize these other sensors,
making it possible to better understand the infdiomain the imagery.

b. Aerial Platforms: Aerial platforms are primarily stable wings airitsa Helicopters and
ballons are occasionally used. Aircraft are oftesedito collect very detailed images and
facilitate the collection of data over virtually yaportion of the Earth’s surface at any time

(Farooq, 2002). Aircraft platforms range from tlegywsmall, slow and low flying, to small jets.

Due to their mobilization flexibility, aircrafts tdfn have a definite advantage. Aircraft
can also be used in small or large numbers, makjmgssible to collect seamless images over an
entire country or state in a matter of days or wegkiply by having lots of planes in the air

simulteneously.



C. Satellite platforms: In space, remote sensing is sometimes conducted tine space
shuttle or, more commonly, from satelliteSatellitesare objects which revolve around another
object - in this case, the Earth (Farouq, 2002). &@mple, the moon is a natural satellite,
whereas man-made satellites include those platfolmsnched for remote sensing,
communication, and telemetry (location and navaggtipurposes. Satellite platforms are of two
types. This depends on the orbit in which theymaged. A geostationary orbit is established
when a satellite is placed at a very high altitudeighly 36,000km above the Earth’s equator
and carried to the orbit Earth’s rotation. Unleggeastationary satellite spins or turns its optics,
its view is necessarily fixed. This allows for ciontous consistent monitoring, and often a very
large, synoptic view of much of one entire hemisph&he coarse resolution versus the wide
continuous field of view constitutes the main tmaffle to consider for this orbit type. These

characteristics make geostationary satellite lwrstdllecting weather and climate data.

The second group theun — synchronousr polar orbiting satellite. This is the largest
group of Earth — orbiting satellites. They are khed below the altitude of geostationary
satellite closer to the Earth’s surface, at orkatsging from 700km to 1000km. These satellites
usually orbit at a steep inclination relative te thquator, in the direction opposite the Earth’s
rotation, known as a retrograde orbit. When thells&'s orbit and the Earth’s rotation are

combined, they give rise to an S — shaped pathivelto a map of the Earth’s surface.

For the airborne systems, the flying height vafiem project to project and depends on
the requirements for spatial resolution, Ground @anbistance (GSD) and accuracy. On the
other hand, the altitude of a satellite platformpaborne platforms) is fixed by the orbital

considerations; scale and resolution of the imagad/determined by the sensor design.



Table 2.1: Important feature of some important satéite platforms.

Features 'Landsatl,2,3 Landsat 4,5 SPOT IRS-IA IRS-IC
Nature Sun Syn Sun Syn Sun Syn Sun Syn Sun Syn
Altitude 919 705 832 904 817
(km)

Orbital 103.3 99 101 103.2 101.35

period

(minutes)

inclination |99 98.2 98.7 99 98.69

(degrees

Temporal 18 16 26 22 24

resolution

(days)

Revolutions| 251 233 369 307 341

Equatorial | 09.30 09.30 10.30 10.00 10.30

crossing

(AM)

Sensors RBV,MSS | MSS, T™M HRV LISS-I, LISS-III,
LISS-II PAN, WIFS

Source: Farouq, (2002)
Because of their orbits, satellites permit repetitoverage of the Earth's surface on a continuing

basis. Cost is often a significant factor in chagsamong the various platform options.

40 Conclusion

From the foregoing, it is clear the type of platisrused in different remote sensing activities. A
distinction is made of the spaceborne and airbptaforms. For airborne systems, the flying

height varies from project to project and dependstle requirements for spatial resolution,



Ground Sample Distance (GSD) and accuracy, whig ol spaceborne has much to do with

orbital considerations.

5.0 Summary

The type of remote sensing platform to use depemdsvhether the exercise is airborne or
spaceborne. These are described in this unit. Afhdhe discussion gives insight to the related

issues, they may not be exhaustive. Thereforst aflireferences is attached for further reading.
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Unit 2 Imaging Systems
1.0 Introduction

Depending on the number of spectral bands usetiabpémote sensing can be classified into
panchromatic imaging system, Multispectral ImagBygtem, Super - spectral Imaging System

and Hyper — spectral Imaging System or Image Speeter. These are discussed in this unit.

2.00bjectives

1. To get the students to understand the differengingasystems used in remote sensing.

2. To distinguish between the different imaging systemsed in the various aspects of
remote sensing.

3.0Main Body

3.1 Imaging Systems (after Lillisand and Kieffer, B00)



Depending on the number of spectral bands usediabpémote sensing can be classified into

the following divisions;

a. Panchromatic Imaging System:A single channel sensor is used to detect radiation
within a broad wavelength. The range of wavelengtid the visible range can become same. If
this happens the imagery will appear as black ahdewphotograph taken from space. The
approximate brightness of the target will measheephysical quality. The colour of the target is
not available. Examples of panchromatic imagindesys are SPOT HRV — PAN and IKONOS
PAN.

b. Multispectral Imaging System: The difference between a panchromatic and
multispectral imaging system is that the multispctmaging system uses a multichannel
detector and records radiation within a narrow eaafjwavelength. Both brightness and colour
information are available on the image. Exampleghef multispectral imaging system are;
LANDSAT MSS, LANDSAT TM, SPOT HRYV — XS and IKONOS $1

C. Super - spectral Imaging SystemThe super — spectral imaging systems consists of
more than ten spectral channels. Band widths arewavhich help to capture the finer spectral
characteristics of the features that are captusethé sensors. Examples of super — spectral
imaging systems are; MODIS and MERIS.

d. Hyper — spectral Imaging System or Image Spectromet: This is more advanced
optical remote sensing technique which records ntlba®m hundred spectral bands. Multi —
spectral bands helps to record information in nendetails like agricultural crops, their
maturity, moisture level, coastal management etganiple of this type of system is

HYPERION.

4.0 Conclusion



The different imaging systems have been discusseel They includepanchromatic imaging
system, Multispectral Imaging System, Super - spettnaging System and Hyper — spectral

Imaging System or Image Spectrometer.

5.0 Summary

The type of remote sensing imaging systems useel b@en discussed here.. These are described
in this unit. Although the discussion gives insigbt the related issues, they may not be

exhaustive. Therefore, a list of references ich#d for further reading.

6.0 References/Further Reading

Farooq, S (2002): Types of platforms and scanmystesns. Aligarh: India

Faridi, A (2008): Remote sensing platforms, camesaanners and sensoinsgtp://rashid
faridi.wordpress.com/
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processing Vol.1
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Unit 3 Remote Sensors and their Capabilities

1.0 Introduction



2.0

2.

Each type of remote sensor reacts only to energy$af specific frequency and
wavelength. Consequently, the sensors are oftergras with capabilities to sense

within a certain wavelength range of the EME.
Objectives
To get the students to know the remote sendiized in the process of remote sensing.

To discuss the capabilities of such remote ssnsath emphasis on those in

contemporary usage.

3.0

3.1.

Main Body
Remote Sensors and their Capabilities

Each type of remote sensor reacts only to energydaf specific frequency and
wavelength. For example radar receiver cannot tetmsible light and transmitted

microwaves are invisible to infrared scanners. @quoently, the sensors are often
designed with capabilities to sense within a cert@avelength range of the EME. The

major divisions of the spectrum include the follog

GAMMA | X- ULTRA | VISIBLE | INFRARED | MICROWAVE | RADIO

RAYS RAYS | VIOLET

Y RAYS

04 0.7am

Source: Lillisand and Kieffer (1999)



Each type of remote sensor reacts only to energy$af specific frequency and
wavelength. For example radar receiver cannot tetmsible light and transmitted
microwaves are invisible to infrared scanners. €hdsall be examined in one after the

other.

a. Sensing with Light

Aerial cameras produce their best imagery on ckagjlhazefree days. Standard black and white
aerial film is sensitive to wavelengths of approately .36um to .72 essentially the same as
those to which the eye is sensitive. Although gessitivity is intentional so that the image
obtained will be a familiar one, difficulties arac®untered in trying to extend this range very
much for conventional camera and film system. ptiglass presents a problem for
wavelengths, of less than .36um limiting the carseudlity in the ultraviolet. Of course we do

go beyond .72um with cameras but we must use gdraensitive film.

That the visible region of the electromagnetic $peo is a spectrum within itself is a well
known fact and it is possible to identify individusands within the region by wavelength as in

Table 2.2.

Table 3.2: The Visible Portion of the Electromagnet Spectrum

1%
o

Ultra Violet Blue Green Yellow | Orange| Red Infrar

violet

400 446 500 578 592 620 700

Source: Lillisand and Kieffer, (1999)



The light energy which creates the sensation oé lfuthe eye has wavelengths near
4un, green about .55um and red about .7um. wiir fit is possible to restrict wavelength
which reach the film so that a photo can be madk wmly one band such as green light or red
light. With black or white film, the photo is stillack and white but subtle differences between it
and one made with the broader range of wavelengttdigcernible. Comparing photos of the
same subject taken at the same time but with éififebands of light has indicated that some

tasks are better served by one band than the others

The use of multiple layers of emulsion on the fibase each sensitive to different
wavelength of light and containing appropriate dyeade possible the colour film so familiar
today. Working use of the film has proved its sigréy to black and white for many tasks
notably because the image is more like the realdvas we are accustomed to seeing it. It is

especially valuable for tasks in which the distimetbetween like subjects is very subtle.

Conventional photography is not likely to be replddy non photographic remote sensing
technique in the foreseeable future. The fidelifydetail reproduction — on conventional
photography is typically superior to that obtaimalily other sensor systems. Conventional
photography also affords a more familiar view asdisually less expensive. Sophistication of
camera systems and films, innovation use of filbetfi combinations and other technical

advances should enable photography to remain aorteng facet of remote sensing.
b. Sensing Thermal Infrared Radiation

In the longer wavelengths beyond 0.8um and up tonlés an area known as the thermal

infrared. The sensors are called thermal or optizathanical scanners. They are used to pick up



heat radiated from the earth. Usually the sensarsiglated from all unwanted sources of heat

like is the case with the light tight conditiontbe camera.

The heat signal is picked up by a mirror rotatinghe lateral direction of the aircraft and
reflected on to a detector where the signal is eded so that it forms e display on the surface of
a cathode-ray tube- the brightness of the imagegbmi proportion to the heat detected. The
display is recorded photographically thus formingicure of the ground apparently similar to a
normal photograph. The rate of rotation of the ariris adjusted to the velocity of the sensor

platform so that, ideally, adjoining scanline dd aeerlap or leave gaps in the landscape scene.

Thermal IR can detect differences in water tempeeadnd therefore monitor effluents from
sources such as cooling towers and other pollutahtsh affect the temperature of the water.
Infrared systems produce good day time imagery. é¥@n since they respond to energy
radiated from beyond the visible spectrum nightaréd emissions with middle and far infrared
sensitivity yield excellent results. For many pwes far infrared data flights obtain their best
imagery after dark when depending on the side efatrosol particles but clouds high surface,

winds and rain greatly reduce image quality.

c. Microwave Sensors

The microwave region of the spectrum includes wawgths from approximately one
millimeter to several meters and is thus anothagelespectral region. As in the case of the
infrared region not all parts of it are used. Mostthe effort to date has utilized the shorter

wavelength bands of the region.

The two microwave sensors in common use are raddrthe microwave radiometer.

Although they may use some of the same wavelergftlenergy, the microwave radiometer is



sensing ‘natural’ radiation from the scene beingveyed whereas a radar set generates the
energy with which it senses. For this reason, raglaalled an active sensor. The microwave

radiometer and the other sensors that have alfeaely discussed are called passive sensors.

d. Radar

The term radar is an acronym created from RADIOteBxon and Ranging. Side looking
airborne radar (SLAR) is the variety of radar thas enjoyed the greatest popularity in remote
sensing. As the name implies, SLAR looks to one sidthe aircraft at a right angle to the flight

line.

The returned signals are usually stored on tapelrerdreplayed to create a photo-like image
of the scene rather than using a scope displaymhade ray tube. Radar waves penetrate fog
and cloud with minimum signal loss. Although aldaa may be used day or night and is
unaffected by clouds, shorter wavelength radars detect rain showers. They also depict
contrasting vegetation types differently althouginder wavelength radars seem to ignore

vegetation and emphasize the surface beneath.

e. Sensors onboard Spaceborne Platforms
LANDSAT: LANDSAT carries two multispectral sensors. Thestfirs the Multi — Spectral
Scanner (MSS) which acquire in four spectral bamlge, Green, Red and near Infrared. The
second is the Thematic Mapper (TM) which colleasesn bands: Blue, Green, Red, Near —
Infrared, two mid — Infrared and one Thermal IndchirThe MSS has a special spectral resolution
of 80 meters. Both sensors measure a 185 km widehsWRecently, the enhanced thematic

mapper (ETM) has been developed.



il. SPOT: SPOT satellites carry two different High Resolntigisible (HRV) pushroom sensors
which operate in Multi — Spectral resolution or plaromatic mode. The Multispectral Image has
20 meter spectral resolution while the panchromitiages have 10 meter resolution. SPOT
satellite 1-3 provide three thematic multispectvahds; Green, Red, and Infrared. SPOT 4,
launched in 1998, provides the same three bands alishort wave Infrared band. The
panchromatic band for SPOT 1-3 is 0.51 — 0.73uenhiat of SPOT 4 is 0.61 — 0.68u.

iii. All SPOT images cover a swath 60 km wide. The SRé&isor may be pointed to image along
adjacent paths. This allows the instrument to aegqupeat imagery of any area 12 times during
its 26 day orbital period. The pointing capabilihakes SPOT the only satellite system which
can acquire useful stereo satellite imagery.

iv. IRS: The most important capabilities are offered by lR& — 1C and IRS — 1D satellites that
together provide continuing global coverage witk tbllowing sensors: IRS — Pan:
5.8m Panchromatic

IRS — LISS3: 23.5m multispectrathe following bands:
Green (0.58 — 0.59)

Red (0.62 — 0.68)

Near Infrared (0.77 — 0.86)

Shortwave Infrared (1.55 — 1.7)

IRS — WIFS: 180m multispectral in the following losn
Red (0.62 — 0.68)
Near Infrared (0.77 — 0.86)
V. NOAA — AVHRR: The Advanced Very High Resolution Radiometer (AVRJRs carried on

board a series of satellites operated by the UBN&tOceanic and Atmospheric Administration



Vi.

Vil.

viii.

(NOAA). It acquires data along 2400 — km wide swadily. AVHHRR collects five bands: Red,
Near Infrared, and threeThermal Infrared — spectsblution of the sensor is 1.1 km and this
data is termed Local Area Coverage (LAC). For siuglywery large areas, a resample version

with resolution of about 4km is also available, @termed Global Area Coverage (GAC).

AVHRR may be “high” spectral resolution for metelagical operations, but the images portray

only broad patterns and detail for terrestrial @adHowever, they do have a high temporal
resolution, showing wide areas on a daily basis are therefore a popularly choice for
monitoring large areas.

RADARSAT: The spectral resolution of the C- band SAR imaganges from 8 to 100 meters
per pixel and the ground coverage repeat intes/aWi days. Sensors can be pointed at location
of interest which enables the collection of steRADAR Imagery. RADAR signals also
penetrate clouds, thus accessing areas not avatlaldther remote sensing systems. In contrast
to other remotely sensed imagery, they returned RRBignals is more affected by electrical
and physical characteristics in the target thantbyeflection and spectral pattern, therefore
requiring special interpretation techniques.

MODIS: MODIS sensors is extension of the AVHRR by provdimo fewer than 36 bands of
medium — to — coarse resolution imagery with a heghporal repeat cycle (1 — 2 days). Bands 1
and 2 will provide 250m resolution images in thalR&ed Near Infrared regions. Bands 3 — 7
provide 500m resolution multispectral images inV&ble and Infrared regions. Finally, Bands
8 — 36 provide hyper - spectral coverage in theblés Reflected Infrared, and Thermal Infrared
regions, with a 1km resolution.

AVIRIS: AVIRIS captures data in 224 bands over the samelgagth range as LANDSAT.



JERS: Japanese Earth Resolution Satellite offers 18mlusn L — band side — looking
RADAR imager. This is a substantially longer wawejlh band than the typical C — band used in
the Earth resources applications. L — band RADARagable of penetrating vegetation as well

as unconsolidated sand and is primarily used ifogemand coastal mapping applications.

NIGERIASAT

Nigeria launched her satellites, Nigeriasat 1 anéw years agoNigeriaSat 1is the
Nigerian contribution to the international Disastwonitoring Constellation (DMC) project. It is
an earth observing microsatellite built by SSTLtba Microsat-100platform. It features a 32-
meter resolution imager in 3 spectral bands. Trea8&er Monitoring Constellation (DMC) is a
novel international co-operation in space, led ISTE bringing together organizations from
seven countries: Algeria, China, Nigeria, Thailamdrkey, the United Kingdom and Vietnam.
The DMC Consortium is forming the first-ever micatallite constellation bringing remarkable
Earth observation capabilities both nationally tbe tindividual satellite owners, and

internationally to benefit world-wide humanitariaid efforts (Space, URL).

NIGERIASAT 1



4.0 CONCLUSION

The science of remote sensing is by far the moshptete system for acquiring
environmental data. Since it involve the collect@nnformation about a phenomenon without
practically being in contact with the phenomenatigh the use of sensors, these sensor do not
exist or operate in isolation. The sensors araezhivy vehicles or carriers called platform. As

we have seen, there are different types of renestems with their distinctive capabilities.

5.0 SUMMARY

Due to the great importance and usefulness of mreehsing in planning and other
development issues, many remote sensing systenesavalWwed over time. The most recent of
these is the successful launch of the Nigeriasathé next few years, many more shall be

experienced. Consequently, one should familiar withient developments and trends.

6.0 References/Further Reading

Farooq, S (2002): Types of platforms and scanmystesns. Aligarh: India

Faridi, A (2008): Remote sensing platforms, camesgsanners and sensorsttp://rashid
faridi.wordpress.com/

Lillesand, T. M & Kiefer, R (2000): Remote Sensiagd Image Interpretation. New York:
US.A

Introduction to remote sensing and Image ProcesdD&ISI Guide to GIS and Image
processing Vol.1

http://www.cas.sc.edu/geoq/rslab/rscc/rst@mmes. html




http://mapsofworld.com/remotsensing.html

http://en.wikipedia.or/wiki/sun-synchronoosbit

https://www.e-education.psu.edu/geoqg883/

http://space.skyrocket.de/doc_sdat/nigeriasat-1.htm

MODULE 3 [AERIAL PHOTOGRAPHY]

Unit 1 Meaning and History of Aerial Photography

1.0 Introduction

Aerial Photography is one of the most common, téesand economical forms of
remote sensing. It is a means of fixing time withine framework of space (de Latil, 1961).
Aerial photography was the first method of remaesing and even used today in the era of
satellite and electronic scanners. Aerial photolgsapill still remain the most widely used type

of remote sensing data.

2.0  Objectives
1. To introduce the subject matter of aerial photolgyae the students
2. To get students to understand the history of aphatography
3. To expose students to the geometry of aerial phapdg
4. To get the students to know how to map from a@tiatograph

3.0 Main Body

3.1 Meaning



According to Thomas (URL) the term "photography'derived from two Greek words
meaning "light" ( phos ) and "writing" ( graphien BPhotography means the art, hobby, or
profession of taking photographs, and developind pninting the film or processing the
digitized array image. Photography is the produrctid permanent images by means of the
action of light on sensitized surfaces (film oragrinside a camera), which finally giving rise to
a new form of visual art. Aerial Photography megtotography from the air. The aerial
photograph was the first remote sensing devic&etilto inventory and map characteristics of

the earth. Today, it is even used in the areateflga and electronic scanners.

Aerial photographs will still remain the most wigdelsed type of remote sensing data.
Aerial photographs were taken from balloons anéskias early as the mid 1800s (de Latil,
1961).. Today, Aircraft and helicopters are mostowmnly used for aerial photograph but

rockets, blimps, ho-air balloons, kites and paréefican also be used.

The earliest surviving aerial photograph is thoughbe one of Paris in 1858 taken by Gasper
Felix Tournachon Nadar “from an altitude of 1,208etf over Paris. - "Nadir". Before the
invention of the aeroplane, hot air balloons wesenmonly used to capture aerial photography
although this technique had limited success. Thepd@ne had a significant impact on the
development of the aerial photography industry artht had started as a hobby by many
enthusiasts suddenly had a potential to assistilitarg planning for combat situations in the
World War I. By the mid 1930s aerial photographyswised extensively to support the creation
of small scale mapping. By the Second World Wahhte Allied and German forces were

using the techniques for reconnaissance missiomsememy territory. (Sharkov, 2003).



The aerial photograph is one of the most commosatée and commercial forms of
remote sensing device. Although some highly sojdaittd systems have recently been develop,
to record earth data, the photograph with its gresdlving power will undoubtedly continue to
be widely used as a means of remote sensing. Exemglh most of these newer sensors detect
energy outside the visible portion of the spectiamd record that information in some form of
imagery many conventional photo interpretation téghes and procedures are still application

in their analysis.

Today only a small proportion of the millions ofriaé photographs taken over this time
survive but they have proved to be invaluable imgeral studies for a variety of different
applications such as contaminated land investigsatioural planning, archaeological analysis

and criminology.

3.2 History of Aerial Photography

The first attempt to practice aerial photographys wigade by the French photographer
and balloonist Gaspard-Félix Tournachon, known Madar" in 1858 over Paris, France. The
first use of a motion picture camera mounted teavler-than-air aircraft took place on April 24,
1909 over Rome in the 3:28 silent film short. Thes&an military engineer Colonel Potte V. F.
designed the first special semi-automatic aeriahaza in 1911. This was used during World
War I. The use of aerial photography for militanyrposes was expanded during World War | by
many other aviators such as Fred Zinn. One of its¢ hotable battles was that of Neuve

Chapelle, (Heiman, 1972).



Aerial mapping came into use on the battlefrontsnduWorld War 1. General Allenby in
January 1918 used five Australian pilots to phapbra 1,620 kfmarea in Palestine. This was
used as an aid to correcting and improving mapshefTurkish front. Lieutenants Leonard
Taplin, Allan Runciman Brown, H. L. Fraser, EdwaRatrick Kenny, and L. W. Rogers
photographed a block of land stretching from thekigh front lines 51 km deep into their rear

areas.

Sherman Fairchild was one of the most successtrigars of the commercial use of
aerial photography. He started his own aircrafinfiFairchild Aircraft to develop and build
specialized aircraft for high altitude aerial sirveissions. One Fairchild aerial survey aircraft in
1935 carried unit that combined two synchronizedexas, and each camera having five six inch
lenses with a ten inch lenses and took photos #8800 feet. Each photo cover two hundred
and twenty five square miles. One of its first goweent contracts was an aerial survey of New
Mexico to study soil erosion. Fairchild introducadbetter high altitude camera with nine-lens in
one unit that could take a photo of 600 squaresmiligh each exposure from 30,000 feet a year
later,. With the advent of inexpensive digital eas, many people now take air photographs
from commercial aircraft and increasingly from gexheaviation aircraft on private pleasure

flights.

4.0 Conclusion

Aerial Photography is seen as one of the most cammersatile and economical forms of
remote sensing utilize to carry out inventory oé tearth resources. From a very seemingly
uninteresting beginning, aerial photography hasnvgrdao a great height difficult to ignore.

Gasper Felix Tournachon Nadar is credited to hakert the first aerial photograph ever. Aerial



Photography has a rich history having begun as/ eel11858. In the world today, it is an important

method utilized to capture information for plannamgwell as military purposes

5.0

6.0

Summary
In this unit, aerial photography was defined aral tieaning discussed. Also, the history

of aerial photography was reviewed although vergfly
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Unit 2 Types of Aerial Photograph

1.0 Introduction
There are two types of aerial photograph the \artamd oblique aerial photographs.
While in the vertical the camera axis are diredsdvertical as possible, in the oblique,
there is intentional tilting of the camera optieais. This information is necessary in the
choice of aerial photograph to use in a particydesject. The issues are therefore
discussed in this unit.

2.0 Objectives



1. To get the students to understand the differeresyy aerial photograph

2. To distinguish between the vertical and obliqueésh@hotograph.
3.0 Main Body

3.1 Types of aerial Photograph
a. Vertical Aerial Photos:These are those photographs in which the axibetamera is
directed as vertical as possible. In this caseaki®is perpendicular to the grourd.the name
suggests, vertical aerial photographs are taken from directly overhead looking down vertically
and they therefore produce a mostly flat image almost like a map. It extremely difficult to
obtain a truly vertical air photo because of thawaidable angular tilts caused by the angular
altitude of the aircraft during exposure. This meguse between®lto 3 unintentional
inclinations of the optical axis of the camera t&sg in the acquisition of tilted air photographs.
However, when this angular tilting is unintentiorsid perhaps within °to 3 mentioned
earlier, it is still regarded as vertical air phgriaph. The great amount of information can be
derived from vertical air photos. Vertical aeri&gbography is sometimes also called "overhead
aerial photography". Vertical aerial photographe @wost commonly used for mapping projects,

for land use or geometric surveys, farm evaluatilmod risk assessment and scientific studies.

b. Oblique Aerial PhotographsWhen the axis of the camera/lens is tilted interally at

an angle of 3to 90 to the ground the resulting photograph is saide@blique. Thus we have
high and low oblique air photographs. High obligoieotographs include the image of the
horizon while low oblique do not (please see Figlr®). The subject is seen at an angle and
therefore the photographs are perceived by the hueyg as having depth and definition.

Oblique aerial photography is commonly used foriaheconstruction progress reports,



archaeology, advertising and promotion work, ingate of commercial and residential property

and land, in legal disputes or just to produceuarsihg aerial photograph for display.

WERTICAL

¢ LEMNSGS OF CAMER A

©)

LOW OBDLIQUE

Figure 3.1 Vertical and Oblique Aerial Photographs

3.2  Types of Aerial Cameras

There are many types of aerial cameras:

» Aerial mapping camera (single lens)

» Reconnaissance camera

» Strip camera

» Panoramic camera

» Multilens camera, the multi camera array (multibaedal camera) and

» Digital camera

Aerial Mapping (Single Lens) Camera (after Curran,1988)



Aerial mapping cameras (also called metric or caephic cameras) are single lens frame
cameras designed to provide extremely high geométmage quality. They employ a low
distortion lens system held in a fixed positioratigle to the plane of the film. The film format
size is commonly a square of 230 mm on a side.tdta¢ width of the film used is 240 mm and
the film magazine capacity ranges up to film lesgtf 120 metres. A frame of imagery is
acquired with each opening of the camera shuttérctwis tripped at a set frequency by an
electronic device called an intervalometer. They exclusively used in obtaining aerial photos
for remote sensing in general and photogrammetappimg purposes in particular. Single lens

frame cameras are the most common cameras in dasg to

Figure 3.2. An aerial mapping camera (Carl ZerisRMIK5/23) with automatic levelling
and exposure control. It is mounted on a suspensiomnt, between the remote control

unit (left) and its navigation telescope (rightpugce: Curran, 1988).
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Figure 3.3: The principal components of a singleehs frame mapping camera.

Source: Lillesand et al, (2005)

Panoramic Aerial Camera

Here, the ground areas are covered by either mgtdtie camera lens or rotating a
prism in front of the lens. The terrain is scanfexn side to side, transverse to the flight
direction. The film is exposed along a curved stefocated at the focal distance from the
rotating lens assembly, and the angular coverage esdend from horizon to horizon.

Cameras with a rotating prism design contain adfiles and a flat film plane. Scanning is

accomplished by rotating the prism in front of tles.



Figure 3.4. The operating principle of a panoramicamera

Source: Thomas (URL)

40 Conclusion

In the unit, vertical and oblique aerial photograptere discussed as the two types of
aerial photograph. Vertical air photograph is thee an which the camera axis is as
vertical as possible while that of oblique involwetentional angular tilting of the camera

axis. The types of aerial cameras were also disduss

5.0 Summary

In discussing the types of aerial photograph, gded to note that each one could be used

for quite different applications as discussed ia thit.
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Unit 3 Taking Vertical Aerial Photograph

1.0

2.0

3.0

Introduction

The major objective of flying for aerial coverageto obtain aerial photographs in the
quickest and cheapest possible manner. This therefoables the user to carryout
necessary plotting to derive the needed informatibich in most cases is in map form.
A systematic coverage of an area is obtained bydlthe aircraft on a straight line and at

a fixed height. These are discussed in this unit.

Objective

1. To discuss the processes involved in taking vdréiedal photographs

Main Body

3.1 Taking Vertical Air Photographs

The major objective of flying for aerial coverageto obtain aerial photographs in the
quickest and cheapest possible manner. A systew@atiErage of an area is obtained by
flying the aircraft in a series of straight linedaat a fixed height. The photographs taken
during the time the aircraft makes these runs alleatively called a strip as is indicated

in Figure 3.5.



Figure 3.5: A Strip of aerial photographs taken during a single run

An airphoto derived from a camera isParspective ViewThis means that there is
distortionin the image due to image motion anthge displacemertue to topography and the
effect of Parallax. The geometric centre of the airphoto, Principal Point, has no image
displacement. This position on the ground is ref@éto as th&lumb Pointor Nadir (please see
Figure 4.6). Radially and towards the margins of the airphtite,image displacement increases

due to the effect of parallax.



Figure 3.6: The Principal Point of Aerial Photogrdps

Aerial photos are generally taken in a North-Sartkast-West direction along parallel
flightlines. Flight Lines: are the paths that an aircraft takes in ordensmee complete coverage
of the area to be photographed. Flightlines ar@nged to give a succession of overlapping
photos. The photos overlap within and between tliigls, and the overlap in these two

directions is calledForward OverlapandSidelap



Figure 4.7Flight
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Forward Overlapwithin a flightline is from 60 to 70%. This proed for stereoscopic view of

the area and complete coverage (Figure 3.8).
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Figure 4.8: 60 to 70 Percent Overlap of VerticalrAhotograph



Sidelap:The sidelafpetween flightlines is from 25-40% and ensures tiloaareas are left

uncovered.
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Figure 3.9: 25% - 40% Overlap

Stereoscopic coverage of the project area mushbered. This consists of adjacent pairs
of overlapping aerial photographs called stereaspabtereo pairs provide two different
perspectives of the ground area within the arezogérage. When images forming a stereo pair
are viewed with a stereoscope, each eye psychalbgmccupies the vantage point from which
the respective image of the stereo pair was takenngl flight. This results in a three-

dimensional model.

40 Conclusion

The processes involved in taking vertical aeriabtpgraph were discussed. From the

facts presented, there must be systematic coverfatiee project area during flight. To ensure



this, it is required that the aircraft flies at@stant height and along a straight line (lines)e O
of such round of flight is called run. If this i®thensured, it may generate serious distortions
which will go a long way to affecting the geometifythe captured aerial photographs which is

the subject for the next unit.

5.0 Summary

This unit discussed the processes of taking aghielograph. The various instruments employed
for this purpose were also presented. Studentddiake advantage of the rich literature that is

available in this subject matter to enrich theiokedge base.
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Unit 4 Geometric Property of Aerial Photograph

1.0 Introduction

In this unit, the scale and other geometric properof the vertical aerial photograph are
presented. In order to extract useful informatioont the air photograph, the scale must be

known. Relief displacement is also presented.

2.0  Objectives

1. To get the students to understand the differenswiagompute the scale of aerial
photograph
2. To discuss different forms of displacement whideetfthe accuracy of information on

air photographs

3.0Main Body

3.1 Scale and Aerial Measurement

Scale is the ratio of a distance on an aerial giraph to that on the ground. It can be

expressed in unit equivalents like 1 inch to 2,64 or as a representative fraction (1/2, 000) or



ratio (1:12,000). The amount of details shown armahehotograph depends to a great extent on
scale. Scale plays a major role because it detesmivhat you can see, the accuracy of your

estimates and how certain features will appear.bidpger the scale, the closer you are to reality.

3.1.2 Evaluation of Scale

It is possible to evaluate the scale of an aphatograph by using the focal length of the
camera system (f) and the height (H) above thaiteat which the photograph is obtained. Its

given by the expression.

f/

Scale = focal length of camera

Flying height above terrain H

Figure 3.10 illustrate the relationship of foaahgith and flying height above terrain. The
first thing is that the distance from D to E anddAB are proportional to the ratio of the focal
length (f) to the height above the ground (H). Tallews for the calculation of proportional
length because the angle formed on either sidéetdns, labeled point C on the diagram are
identical. Also note that the centre point of theage (the principal point, PP) and the actual
center point on the ground (Nadir) fall along th&tical axis of the camera in this idealized

diagram (Pope, Robert, 1957).
Figure 3.10 illustrate the relationship of focaldéh and flying height above terrain
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3.1.3 Photo Scale

Knowledge of the camera focal length and the dirattitude makes it possible to

determine photo scale (ps) and the representaticédn (RF) of a photo.

3.11

3.1.4 Types of Scale

On a map, all points are supposed to be at the saate. \We have point scale and average scale.



1. Point scale

Point scale is the scale at a point with a speeifvation on the ground. This implies that
every point on a vertical photograph have a diffeszale. Therefore a photograph taken over a
rugged terrain will display a varying range of esahssociated with the variation in elevation of

the ground as Figure 3.12 shows.

Negative image

L (lens)

Ground

v ¥ v MSL

Figure 3.12 Diagram Depicting Rugged Terrain
2. Average scale

When the scale is computed for the different laretias shown in Figure 3.12 and the
average taken, this will represent the averageesddle idea is that, in a rugged terrain, some
points on higher elevation are closer to some aeftodepths. Those on higher grounds will
certainly appear bigger than those at lower elewatAverage project scale may not represent

the actual of each individual photograph on eacimtpan a photograph; it is referred to as a



minimal scale. It is the desired average scalenddd for the photo mission (Axelson, Hans

1956).



3.1.5 Methods of determining Scale

Different methods are used to determine the sdaeral photograph. This however depends on
the types of information available. The most stifigyward technique of expressing scale is the
one which uses the ratio of the distance betweegmoidt on the photograph (PP) to the
corresponding distance on the ground (GD). From libsic geometry of a vertical aerial
photograph, we can see that from similar trianglp &and LOP, photo scale (ps) may be

expressed as:

Ps = OD
OoP

oD = PD

OoP GD

Since

Ps = PD
GD

Therefore

Similarly, map scale may be expressed as

Where:

Ps is the photo scale



Ms is the map scale
PP is the photo distance measured between 2 mirite photograph
MD is the map distance measured between 2 pointseomap and

GD is the ground distance between correspondingi@$gon the photograph expressed in the

same units (Hager, and Nagy, 1955) (please seeeFyli3).

Figure 3.13
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3.1.6 Image displacement on aerial photograph

According to Mantron, and Kartografia, (1975) cast frequency characteristics of
image displacement are used to determine the guwdlthe image, which depends on the optical
system, the lens aerial film system and such eatefactors as image displacement and
atmospheric have. Since the contrast frequencyactaistics is conventionally calculated
assuming a sinusoidal illuminance distribution othex object to be photographical, the present
analysis is arrived at determining the influence iofage displacement (causal by the
displacement of the aerial camera during exposonejhe change in the image contrast for
objects with an actual (non-sinusoidal) illuminandistribution (Smithsonian Astrophysical

observatory) under Nasa Grant NNX09AB39G.

gy Wk fam

3.1.7 Distortion and Displacement



There are basically 4 types of distortions andr8dhypes of displacement.
a. Types of distortion include:

(1) Film and print shrinkage

(2)  Atmospheric refraction of light rays
3) Image motion and

4) Lens distribution.

b. Types of Displacement

1. Curvature of the Earth
2. Tilt and
3. Topographic or relief (including object height)
For detailed discussion, please refer to Mantrodd Kartografia, (1975) and Lillisand and

Kieffer, (1999)
3.1.8 Relief Displacement

Topographic displacement varies directly with thdial distance from the Nadir to the
object. A particular elevation 2 inches from thedMawill have half the displacement as that

same elevation 4 inches from the Nadir.

Topographic displacement varies directly with tieéght of an object. A 100 feet tree would be
displaced twice as far as a 50 feet tree the sast@nde from Nadir. Topographic displacement
varies inversely with the flying height of the badehe object. As a result there is little apparen

topographic displacement on space photograph.



The reason for small relief displacement from specthat to achieve a given scale a
shorter focal length lens requires flying at a lowakitude. The effect of using short focal length
lenses is to increase topographic displacementildiion and the apparent depth of the third

dimension (vertical exaggeration) in stereoscompiages).

To get a scale of 1:20,000 you fly at 10,000 vatlsix inch focal length lens, but at

20,000 ft with a 12 inch focal length lens.

Basically, then the most important cause of objisplacement on aerial photograph is
local relief. Remember here that there are timeenwimcreased displacement can be a good
thing (e.g. for height measurements) so in flahargu may want to use a short focal length lens

to achieve a given scale (Arnold p.7-13).

4.0Conclusion

The scale and geometry of aerial photograph wasisked here. This knowledge is very
crucial in using aerial photograph for mapping atiter applications. To a great extent, the

accuracy of the information depends upon these.

5.0 Summary

The technicalities involved in the calculation diopo scale have been discussed here. Also
summarized are information of other geometric prioge of the aerial photograph. For

useful information to be derived, the knowledgehid is important.
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Unit 5 Air Photo Interpretation

1.0 Introduction

In an attempt to interpret aerial photographs tovdeuseful information, some visual variables
are indeed considered. Such include tone, texstigjow, etc. These and the actual

interpretation are discussed.

2.0 Objectives

1. To expose students to the processes involved phaitograph interpretation

2. To get students to understand how to map from lg@n@tograph

3.0Main Body

3.1 Visual Variables in Aerial Photo Interpretation



a. Tone

Tone can be defined as the relative brightnessb@gcts on the photographs. It is the
distinguishable variation from white to black. Colonay be defined as each
distinguishable variation on an image produced byudtitude of combinations of hue,
value and chrome. Many factors influence the tonecalor of objects or features
recorded on photographic emulsions. But, if ther@adt sufficient contrast between an
object and its background to permit, at least, cete there can be no identification.
While a human interpreter may only be able to dgtish between ten and twenty shades
of gray; interpreters can distinguish many mor@IThe steeper the angle at which the
sun rays reach the surface of an object, the lrnigist its illumination. Many factors

influence the tone, and so great care is neededaluating them.

b. Resolution

Resolution can be defined as the ability of théreqhotographic system, including lens,
exposure, processing, and other factors, to readdvarply defined image. An object or
feature must be resolved in order to be detectd¢baidentified. Resolution is one of the

most difficult concepts to address in image analysecause it can be described for
systems in terms of modulation transfer (or popread) functions, or it can be discussed
for camera lenses in terms of being able to resstvenany line pairs per millimeter.

There are resolution targets that help to deterrtfiree when testing camera lenses for
metric quality. Photo interpreters often talk aboagolution in terms of ground resolved

distance which is the smallest normal contrastailifeat can be identified and measured



c. Texture
Texture is the frequency of change and arrangeraembnes. This is a micro image
characteristic. The visual impression of smoothrmes®ughness of an area can often be
a valuable clue in image interpretation. Still wdiedies are typically fine textured, grass
medium, brush rough. There are always exceptioosgih and scale can play a role;
grass could be smooth, brush medium and foresthromy higher altitude aerial

photograph of the same area.

d. Pattern
Pattern is the spatial arrangement of objectsefettcan be either man-made or
natural. Pattern is a macro image characteristis.the regular arrangement of objects
that can be diagnostic of features on the landscaperrchard has a particular pattern.
Pattern can also be important in geologic or gepmaogic analysis; drainage pattern
can reveal a great deal about the lithology andlogéo structural patterns of the
underlying strata. Dendritic drainage patterns t®yven flat bedded sediments, radial on

domes, linear or trellis in areas with faults.

e. Site and Situation

Site refers to how objects are arranged with regjgegne another, or with respect
to terrain features. Aspect, topography, geology, segetation and cultural features on
the landscape are distinctive factors that therpmgter should be aware of when
examining a site. The relative importance of eatihese factors will vary with local

conditions, but all are important. Just as someetagpn grows in swamps others grow



on sandy ridges or on the sunny side, the shadkss sf hills. Some objects are so
commonly associated with one another that ideatifim of one tends to indicate or
confirm the existence of another. Smoke stackslirmp@onds, transformer yards, coal
piles, railroad tracks, coal fired power plant. diterrain, basin bottom location, highly
reflective surface, sparse vegetation, which typichave halophytic vegetation e.g.

saltbush.

f. Association

Association is one of the most helpful interpretatclues in identifying man
made installations. Aluminum manufacture requieegé amounts of electrical energy.
Schools of different grade levels typically havarmtteristic playing fields, parking lots
and clusters of buildings. Nuclear power plantsamsociated with a source of cooling

water; weather patterns can be associated withtpmil sources.

3.2 Basic Air Photo Interpretation Equipment

Air photo interpretation basically serves threepmses namely, viewing of photographs, making

measurements on photographs and transferring retexpinformation to base map (plotting).

a. Stereoscopic Viewing

One of the advantage of all aerial photograph$ias when taken as overlapping pairs (called

stereopairs) they can provide a 3D view of theatar(perspective view). The 3D view is made



possible by the effect gfarallax. Parallax refers to the apparent change in relative postmin
stationery objects caused by a change in viewirgitipa. Our left and right eyes are recording
information from two slightly differing viewpointghe brain uses the effect of parallax to give

us the perception of depth.

b. Types of Stereoscopes

Pocket Stereoscope Mirror Stereoscope



Stereoscope Scanning Stereoscope’Interpreterscope’(Carl Zses in
Thomas, URL)

3.3 Mapping from aerial photograph (manual tracing)

Photogrammetry is the science and technology cdioioig spatial measurements and
other geometrically derived products from aerialotolgraphs (Lillisand et al., 2005).
Photogrammetric analysis procedures range fromirobta distances, area, elevations using
hardcopy (analog) photographic products, equipmamtl simple geometric concepts to
generating precise digital elevation models (DEMsthophotos, thematic data and other

derived products/information through the use oftdigmages and analytical techniques. Digital



or soft copy photogrammetry refers to any photognatnic operation involving the use of
digital raster photographic image. Historically, eorof the most widespread uses of
photogrammetry is in preparation of topographic sadday, photogrammetric operations are
extensively used to produce a range of GIS datdysts such asthematic data in 2D and 3D,
raster image backdrops and DEMSs. In this lessomphasis is on stereo plotting using aerial
photographs

In areas of flat terrain where photographic scabes be precisely determine, direct print
tracings may serve, many useful purposes: sucmgmtowever, cannot be technically referred
to as true maps, because although the verticaial ggrotograph presents a correct record of
angles; constant changes in horizontal scale pfechccurate measurements of distance. The
obvious alternative is to transfer photographicadleéb reliable base maps of uniform scale.
Planimetric maps are those that show correct hot&r plain position of natural and cultural
future. Regardless of the base map selected solagement or reduction is ordinarily requires
before transferring print detail because differenicetween photographic and map scale most be
reconciled. This may be accomplished by reconstrgd¢he map at the approximate scale of the

contact print using pantograph.

When photo interpretation has been completedatinetated details are transferred to the

base map.

a. The basic procedure is as follows:

1. Cover the base map with the same number of gireslih.e. A series of lines draw
parallel to and at right angles with one anothemfog a series of squares) as you cover

the photograph.



2. Then transfer photo detail to the bare map, onaregaf the grid being completed at a
time.

3. If both base map and photo are on the same scalesfér can be facilitated by direct
tracing over a light table.

Where scales differ, the squares on the base majdvbe proportional to those on the
photo and transfer must be from one square (omphlo#o) to the equivalent proportional square
(on the base map). In this way photo detail isabtiforced” into corresponding squares on the
base map. Transfer of detail should not be extendéside of the framework of control, to avoid

large errors.

To minimize errors caused by this “forcing” howevether methods like the radial line

triangulation could be adopted.

b. Radial Line Triangulation (Plotting)

This method of mapping is similar to triangulatisarvey with the compass or what is
known as compass sketch survey in which interseafaays from known locations accurately
determine the position of selected stations. Ifn@air and is centre coincide, objects relative to
pp can be determine by rays from it to the objectThe centre of each aerial photograph is
taken as an instrument station from which azimlittes are drawn as a basis for locating the

correct relative positions of selected points.

Procedure

1. Obtain two overlapping photograph.



Mark carefully in china pencil the principal poingsd the corresponding conjugate
principal points on each print. Label the priratipoint pp and pp.

Measure carefully on each print the photo distdmeteveen pp and CPP. Determine the
average photo base (PP — CPP).

In the centre of a sheet of tracing paper mark peints separated by a distance
corresponding to the average photo base.

Mark one pp, and the other P#is point are now at fixed distance and orientatioth
respect to each other and represent survey stamtually they are point on the ground
vertically beneath the camera station).

Mark with a fine line, the flight path of the aiaft on each point. Also join the points on
your tracing with a fine pencil line.

Supposing you are interesting in mapping a rivarrse and a main road along it, you
can only map features occurring in the area oflapetdentify on one prints those points
along the roads and rivers that you wish to locateyour map. (such points should
include intersection and sharp bends in the roaedtlg curves in roads and rivers should
be mapped by fixing a series of point around th&eu Mark the points with a fine dot
and give each a different reference number. Trarthfese points and numbers to the
identical features on the second point.

place your tracing paper over the print marked vgth with a survey station mark
superimposed over the principal point and the liopgning the survey stations
superimposed over the flight path, draw very lightl fine pencil lines from the principal

point to the numbered reference number to whiclh sadial line belongs. (these radial



lines need be draw to a length of about one inchither side of the reference point to be

mapped).

Tracing paper

O,
©,
O,

Survey station labeled pp; on tracing

L

1

1

1
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| / / / . paper superimposed on pp; on print.
1

- |

! 1

! 1
OB

! 1

1_ * —————— -+

Line joining pp; to pp, on tracing paper

superimposed over flight path on point

-«

Radial line from pp; drawn through reference

Repeat this procedure using the second pririt R marked with the second station

PR, Superimpose over the PP of that print.

The radial lines to each reference point shouldrggct, thus marking the position of the

feature. The road and the river can be interpre&tdieen the fixed points

\



Diagram of tracing showing intersection of
lines from PP, and PP,

10. Complete the map with border, little, key and scale

4.0Conclusion
This unit dealt with how to view and interpret a¢photographs using a range of instruments. We
have seen that stereo plotting may require a basge doe to the problems of distortions and
displacements which have been discussed here. ifleeedt methods of mapping from aerial
photograph have been discussed.

5.0 Summary
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MODULE 4 [PRINCIPLES OF DIGITAL IMAGE PROCESSING]

Unit 1 Digital Image Pre-Processing

1.0 Introduction

This part if the course will investigate the basimciples and introductory practical issues in
the pre-processing of digital images. The raw Beteémages may contain variety of geometric
and radiometric errors. Consequently, it is impatrt@ rectify these images before their actual
interpretation. This typically involves the initiprocessing of raw satellite image for correcting
geometric distortions, radiometric corrections dilwation and noise removal from the data. This
process is also referred as Image Rectification Restoration. Image pre-processing is done
before enhancement, manipulation, interpretatiahcassification of satellite images.

2.0 Objectives
1. To introduce the students to the issues involvedhi pre-processing of

digital images



2. To expose the students to the possible techniquesage enhancement

3. To discuss the various techniques of processimtjgithl images

3.0 Main Body

3.1 Digital Image Pre-Processin¢adapted from Erdas Imagine Field Guide)

Image rectification and restoration processe designed to recognize and compensate
for errors, noise, and geometric distortion introeld into the data during the scanning,
transmission, and recording processes (Sabins,)198% purpose is to make the image
resemble the original scene. Image restoratioel&ively simple because the pixels from each

band are processed separately.

The first step in the restoration process is toudate the average DN value per scan line for
the entire scene. The average DN value for each kea is then compared with this scene
average. Any scan line deviating from the averagenbre than a designated threshold value is
considered defective. Next, the defective linesraptaced. For each pixel in a defective line, an
average DN is calculated using DNs for the corredpay pixel on the preceding and succeeding
scan lines. The resulting image is a major improyaimalthough every sixth scan line consists
of artificial data. This restoration program is ey effective for random line dropouts that do

not follow a systematic pattern (Sabins, 1987).

a. Restoring Periodic Line Striping

For each spectral band, the detectors (for Lad§&8 and TM) were carefully calibrated
and matched before the Landsat was launched. With, thowever, the response of some

detectors may drift to higher or lower levels; agsult every scan line recorded by that detector



is brighter or darker than the other lines. Theegahterm for this defect is periodic line striping
(Sabins, 1987). The defect is called sixth-lingpsig for MSS where every sixth line has a
brightness offset. Valid data are present in tfedwe lines, but must be corrected to match the
overall scene. One restoration method is to pbothéstograms for the DNs recorded by each
detector and compare these with a histogram foetitiee scene. For each detector the mean and

standard deviation are adjusted to match valuethéentire scene.

Another restoration method plots a histogram of Bdtseach of the six detectors. Deviations in
mean and median values for the histograms are toseztognize and determine corrections for

detector differences.

b. Filtering of Random Noise

Random noise, on the other hand, requires moreigajated restoration method (Sabins,
1987). Random noise typically occurs as individpixlels with DNs that are much higher or
lower than the surrounding pixels. In the imagesthpixels produce bright and dark spots that
mar the image. These spots also interfere withrinébdion extraction procedures such as
classification. Random-noise pixels may be remobgddigital filters. These spots may be

eliminated by a moving average filter in the foliag steps (after Sabins, 1987):

1. Design a filter kernel, which is a two-dimensioaalay of pixels with an odd number of
pixels in both the x and y dimension. The odd-numbgquirement means that the kernel
has a central pixel, which will be modified by tfiléer operation. Calculate the average

of the nine pixels in the kernel; for the initiachtion, the average is 43.



2. . If the central pixel deviates from the average @ffthe kernel by more than a threshold
value (in this example, 30), replace the centraklpby the average value. Move the
kernel to the right by one column of pixels andeapthe operation. The new average is
41. The new central pixel (original value = 40)wighin the threshold limit of the new
average and remains unchanged. In the third positidhe kernel, the central pixel (DN
= 90) is replaced by a value of 53.

3. . When the right margin of the kernel reaches tgbtrmargin of the pixel array, the
kernel returns to the left margin, drops down oo rof pixels, and the operation

continues until the entire image has been subjeotéte moving average filter.

c. Correcting for Atmospheric Scattering

For Landsat MSS images, band 4 (0.5 to 0.6 m)titadighest component of scattered
light and band 7 (0.8 to 1.1 m) has the least. Ajpheric scattering produces haze, which results
in low image contrast. The contrast ratio of angmas improved by correcting for this effect.
Two techniques exist for determining the correctiactor for different MSS bands. Both
technigues are based on the fact that band 7 esiteslty free of atmospheric effects. This can be
verified by examining the DNs corresponding to lesdof clear water and to shadows. Both the
water and the shadows have values of either O @n band 7. The first restoration technique

employs an area within the image that has shadaused by irregular topography.

For each pixel the DN in band 7 is plotted adatine DN in band 4, and a straight line is
fitted through the plot, using a least-squaresnggle. If there were no haze in band 4, the line

would pass through the origin; because there is,ithe intercept is offset along the band 4 axis.



Haze has an additive effect on scene brightnesgoirect the haze effect on band 4, the value
of the intercept offset is subtracted from the CiNach band-4 pixel for the entire image. Bands

5 and 6 are also plotted against band 7, and theegdure is repeated.

The second restoration technique also requirestiieaimage have some dense shadows
or other areas of zero reflectance on band 7. T8tedram of band 4 lacks zero values, and the
peak is offset toward higher DNs because of thétiaddeffect of the haze. Band 4 also shows a
characteristic abrupt increase in the number oflpivn the low end of the DN scale (left side of
the histogram). The lack of DNs below this thregh@ attributed to illumination from light
scattered into the sensor by the atmosphere. Fat &#dhis threshold typically occurs at a DN of
11; this value is subtracted from all the band Xelsi to correct for haze. For band 5 the
correction is generally a DN of 7 and for band BM of 3. There can be a problem with this
correction technique if the Landsat scene lackselahadows and if there are no band-7 pixels

with DNs of 0.

d. Correcting Geometric Distortions

During the scanning process, a number of systenaaitt non-systematic geometric
distortions are introduced into MSS and TM imag&adahese distortions are corrected during
production of the master images, which are remdykatthogonal. The corrections may not be
included in the CCTs, however, and geometric ctimes must be applied before plotting

images (Sabins, 1987).

1. Non-systematic DistortiondNon-systematic distortions are not constant bexahsy

result from variations in the spacecraft attitudelocity, and altitude and therefore are



not predictable. These distortions must be evaludtem Landsat tracking data or
ground-control information. Variations in spacetraélocity cause distortion in the
along-track direction only and are known functiafiselocity that can be obtained from

tracking data.

The amount of earth rotation during the 28 sec irequto scan an image results in
distortion in the scan direction that is a functafrspacecraft latitude and orbit. In the corrattio
process, successive groups of scan lines (6 for,M8Sor TM) are offset toward the west to

compensate for earth rotation, resulting in thalpelogram outline of the image.

Variations in attitude (roll, pitch, and yaw) antlitade of the spacecraft cause non-
systematic distortions that must be determinedefech image in order to be corrected. The
correction process employs geographic featureshenirhage, called ground control points
(GCPs), whose positions are known. Intersectionsnefor streams, highways, and airport
runways are typical GCPs. Differences between &&@P locations and their positions in the
image are used to determine the geometric transfitons required to restore the image. The

original pixels are resampled to match the corgecmetric coordinates.

Geometric rectification, therefore involves the wersion of satellite image coordinate
system to a standard map projection, it is necgdsaraccurate location within an image, and
when importing remote sensing data to Geographfordmtion Systems. In geometric
corrections, such approaches as Global Positio8ysgem(GPS) using GCPs,( note that GPS
works well with nadir imagery, relatively level tain and permanent visible features),
transformation based on sensor parameters, andatitional use of Digital Terrain

Models(DTMs), see Figure 1 below.



2. Systematic Distortion$seometric distortions whose effects are constamat ean be
predicted in advance are called systematic distwsti Scan skew, cross-track distortion, and
variations in scanner mirror velocity belong tostibategory. Cross-track distortion results from
sampling of data along the MSS scan line at regutae intervals that correspond to spatial
intervals of 57 m. The length of the ground intéigaactually proportional to the tangent of the
scan angle and therefore is greater at either marfjithe scan line. The resulting marginal
compression of Landsat images is identical to thestcribed for airborne thermal IR scanner
images; however, distortion is minimal in Landsaages because the scan angle is only 5.8 deg
on either side of vertical in contrast to the 4% de 60 deg angles of airborne cross-track

scanners.

Tests before Landsat was launched determinedtkatelocity of the MSS mirror would not be
constant from start to finish of each scan linsuléng in minor systematic distortion along each
scan line. The known mirror velocity variations mag used to correct for this effect. Similar

corrections are employed for TM images.

Scan skew is caused by the forward motion of tleeegraft during the time required for each
mirror sweep. The ground swath scanned is not notmmdahe ground track but is slightly
skewed, producing distortion across the scan Tiitne. known velocity of the satellite is used to

restore this geometric distortion.
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Figure 4.1: Image Rectification (a & b) Input and reference image with GCP locations, (c)

using polynomial equations the grids are fitted togther, (d) using resampling method the
output grid pixel values are assigned.

Source: Sabins (1987)

4.0Conclusion

Image rectification and restoration processes aesigded to recognize and
compensate for errors, noise, and geometric digtomtroduced into the data during
the scanning, transmission, and recording proceddes objective is to make the
image resemble the original scene. Image restoraioelatively simple because the

pixels from each band are processed separately.



5.0Summary

From this lesson, it is clear the various methofigre-processing digital images.
Such include correction of atmospheric scattergigtortions, noise removal amongst
others. After these pre-processing operationsintiages are then ready for enhancement

which is the subject for the next unit.
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Unit 2 Digital Image Enhancement

1.0 Introduction

Before interpreting satellite images, some imageaanement procedures are applied to
manipulate them to improve and enhance featurds. éps to improve the interpretability
of the image and in segregating feature types. éneadpancement involves use of a number
of statistical and image manipulation functionsyided in image processing software. These
include contrast enhancement, histogram equalizadiensity slicing, spatial filtering, image
ratio (like RVI, NDVI, TVI etc.), principal compomts analysis (PCA), colour

transformations, image fusion, image stacking e.t.c

2.0 Objectives



1. To discuss the different image enhancement procedures
3.0 Main Body

3.1Digital Image Enhancement

a. Contrast Enhancement

Techniques for improving image contrast are amohg most widely used
enhancement processes. The sensitivity range ofldaanTM and MSS detectors was
designed to record a wide range of terrain brighgrfeom black basalt plateaus to white sea
ice under a wide range of lighting conditions. Radividual scenes have a brightness range
that utilizes the full sensitivity range of the M&8d TM detectors. To produce an image
with the optimum contrast ratio, it is importantutlize the entire brightness range of the
display medium, which is generally film. Three dfetmost useful methods of contrast

enhancement are described in the following sections

Linear Contrast Stretcithe simplest contrast enhancement is called arioentrast stretch

Nonlinear Contrast Stretch: Nonlinear contrast enhancement is also possiblds stretch
applies the greatest contrast enhancement to tsepopulated range of brightness values in the
original image. The resulting loss of contrasthe tight and dark ranges is similar to that in the

linear contrast stretch but not as severe.

An important step in the process of contrast endiarent is for the user to inspect the
original histogram and determine the elements efsitene that are of greatest interest. The user
then chooses the optimum stretch for his needseliequred operators of image processing

systems bypass the histogram examination stagadjuost the brightness and contrast of images



that are displayed on a CRT. For some scenes atyast stretched images are required to
display fully the original data. It also bears rafyeg that contrast enhancement should not be
done until other processing is completed, becausstretching distorts the original values of the

pixels.

b. Intensity, Hue, and Saturation Transformations

Apart, from the additive system of primary colored, green, and blue, or RGB system) an
alternate approach to color is the intensity, hare saturation system (IHS), which is useful
because it presents colors more nearly as the hobyserver perceives them. The IHS system is
based on the color sphere in which the verticad agpresents intensity, the radius is saturation,
and the circumference is hue. The intensity (Isaeipresents brightness variations and ranges
from black (0) to white (255); no color is assoethtwith this axis. Hue (H) represents the
dominant wavelength of color. Hue values commenite & at the midpoint of red tones and
increase counter-clockwise around the circumfereftlee sphere to conclude with 255 adjacent

to 0.

Saturation (S) represents the purity of color aambes from 0 at the center of the color
sphere to 255 at the circumference. A saturatiof cépresents a completely impure color, in
which all wavelengths are equally represented ahitiwthe eye will perceive a shade of gray
that ranges from white to black depending on intgndntermediate values of saturation
represent pastel shades, whereas high values eapfaser and more intense colors. The range
from 0 to 255 is used here for consistency withlthedsat eight-bit scale; any range of values (0

to 100, for example) could be used as IHS coordmat



When any three spectral bands of MSS or TM data@mebined in the RGB system, the
resulting color images typically lack saturatiover though the bands have been contrast-
stretched, but the color image has the pastel appeathat is typical of many Landsat images.
The undersaturation is due to the high degree ofelation between spectral bands. High
reflectance values in the green band, for exangyke,accompanied by high values in the blue
and red bands, so pure colors are not producedhBonterval 0 <H < 1, extended to 1 < H < 3.
After enhancing the saturation image, the IHS \&alaee converted back into RGB images by

inverse equations.

The IHS transformation and its inverse are alsduliger combining images of different
types. For example, a digital radar image couldybemetrically registered to the Thermopolis
TM data. After the TM bands are transformed int& IMalues, the radar image data may be
substituted for the intensity image. The new coratiam (radar, hue, and enhanced saturation)

can then be transformed back into an RGB imageithatporates both radar and TM data.

C. Density Slicing

Density slicing aims at converting the continuousygtone of an image into a series of
density intervals, or slices, each corresponding $pecified digital range. Digital slices may be
displayed as separate colors or as areas boundednbyur lines. This technique emphasizes
subtle gray-scale differences that may be impeitdepto the viewer. In Chapter 5 digital

density slicing was illustrated in the descriptafrcalibrated image displays.

d. Edge Enhancement



Most interpreters are concerned with recognizingdr features in images. Geologists map
faults, joints, and lineaments. Geographers mapnmade linear features such as highways and
canals. Some linear features occur as narrow lmgsinst a background of contrasting
brightness; others are the linear contact betwekgcent areas of different brightness. In all
cases, linear features are formed by edges. Soges ede marked by pronounced differences in
brightness and are readily recognized. More typicdlowever, edges are marked by subtle
brightness differences that may be difficult toagwize. Contrast enhancement may emphasize
brightness differences associated with some lifieatures. This procedure, however, is not
specific for linear features because all elemehth® scene are enhanced equally, not just the
linear elements. Digital filters have been devetbppecifically to enhance edges in images and

fall into two categories: directional and non-dtrenal.

e. Non-directional Filters

Laplacian filters are non-directional filters besauhey enhance linear features having almost
any orientation in an image. The exception applenear features oriented parallel with the
direction of filter movement; these features aré emhanced. A typical Laplacian filter is a
kernel with a high central value, O at each coraad -1 at the center of each edge. The second
category of edge enhancers is 2nd-order derivatiteaplacian operators. These are best for line
(or spot) detection as distinct from ramp edgesDER IMAGINE Radar Interpreter offers

two such arrays: Unweighted line and Weighted (fPeatt, 1991)

The Laplacian kernel is placed over a three-byehagay of original pixels, and each
pixel is multiplied by the corresponding value e tkernel. The nine resulting values (four of

which are 0 and four are negative numbers) are sanithe resulting value for the filter kernel



is combined with the central pixel of the threethyee data array, and this new number replaces

the original DN of the central pixel.

g. Spatial Filtering

This is the removal of spatial features for dathasmmwement. It is another processing
procedure falling into the enhancement category dften divulges valuable information of a
different nature ispatial filtering Although less commonly performed, this techniguplores
the distribution of pixels of varying brightnesseovan image and is especially sensitive to
detecting and sharpening boundary discontinuitiesvéen adjacent pixel sets with notable
differences in DN values (Sabins, 1987). Pattefrsharp changes in scene illumination, which
are typically abrupt rather than gradual, produceslation that we express quantitatively as
"spatial frequencies”. The spatial frequency isirsgef as the number of cycles of change in
image DN values per unit distance (e.g.10 cycleg/mapplicable to repeating tonal
discontinuities along a particular direction in timmage. An image with only one spatial
frequency consists of equally spaced stripes {ivanonitor, raster lines). For instance, a blank
TV screen with the set turned on, can have hora@attipes. This situation corresponds to zero
frequency in the horizontal direction and a medseraspatial frequency in the vertical,

evidenced by line boundary repeats.

In general, images of practical interest consiss@®feral dominant spatial frequencies.
Fine detail in an image involves a larger numbeclminges per unit distance than the gross
image features. The mathematical technique forraépg an image into its various spatial
frequency components is called Fourier Analysi{i@a 1987). After an image is separated into

its components (done as a "Fourier Transform"js possible to emphasize certain groups (or



"bands") of frequencies relative to others and mdmoe the spatial frequencies into an enhanced
image. Algorithms for this purpose are called &fift' because they suppress (de-emphasize)
certain frequencies and pass (emphasize) othebing$d.987). Filters that pass high frequencies
and, hence, emphasize fine detail and edges, Heel taghpass filters. Lowpass filters, which
suppress high frequencies, are useful in smootlimgnage, and may reduce or eliminate "salt

and pepper" noise.

Convolution filtering is the process of averaging small setgpigels across an image.
Convolution filtering is used to change the spdtiatjuency characteristics of an image (Jensen,
1996). A convolution kernel is a matrix of numbéhst is used to average the value of each
pixel with the values of surrounding pixels in atmalar way. The numbers in the matrix serve
to weight this average toward particular pixelse3dé numbers are often called coefficients,
because they are used as such in the mathematgatiens. In ERDAS IMAGINE, you can
apply convolution filtering to an image using arfyttee following methods (Erdas, 2010):

* Filtering dialog in the respective multispectalpanchromatic image type option
 Convolution function in Spatial Resolution option
* Spatial Resolution Non-directional Edge enhancegrienction
» Convolve function in Model Maker

Filtering is a broad term, which refers to the ratig of spatial or spectral features for
image enhancement (Jensen, 1996). According ton§4tB87), Convolution filtering is one
method of spatial filtering. Some texts may usetdrens synonymously.filtering is a common
mathematical method of implementing spatial filtérsthis, each pixel value is replaced by the
average over a square area centered on that Biyeare sizes typically are 3 x 3,5x5,0r9x 9

pixels but other values are acceptable. This sqaagg is called a moving window, or kernel,



since in the computer manipulation of an image #nmy can be envisioned as moving
systematically from one pixel to the next. As apglin lowpass filtering, this tends to reduce
deviations from local averages and thus smoothesntlage. The difference between the input
image and the lowpass image is the highpass-filtetgput. Generally, spatially filtered images
must be contrast stretched to use the full rangenafje display. Nevertheless, filtered images

tend to appear flat unless strong frequency rgpeiéérns are brought out (Sabins, 1987).

Principal Component Analysis

This is a technique for transforming a set of datesl variables into a new set of uncorrelated
variables. PCA helps in reducing redundancy in ta dat. This transformation is a rotation of
the original axes to new orientations that areagtimal to each other and therefore there is no

correlation between variables.

References/Further Reading

Bernstein, R., and D. G. Ferneyhough, (1975), Bigitnage processing: Photogrammetric
Engineering, v. 41, p. 1465-1476. Bryant. M., 19Dlgital image processing: Optronics

International Publication 146, Chelmsford, Massa@z, P. S., 1975, Atmospheric, solar, and
MTF corrections for ERTS digital imagery: Americ8ociety of Photogrammetry, Proceedings

of Annual Meeting in Phoenix, Ariz.

Haralick, R. M., (1984), Digital step edges frommaerossing of second directional filters: IEEE

Transactions on Pattern Analysis and Machine igeice, v. PAMI-6, p. 58-68.

Holkenbrink, (1978), Manual on characteristics ahtdsat computer-compatible tapes produced

by the EROS Data Center digital image processistesy. U.S. Geological Survey, ERO



Sabins Jr., F. F. (1987). Remote sensing; pringi@ped interpretation. New York: W. H.
FreemanCIESIN

2.0References/Further Reading

Jensen, J. R. 1986ntroductory Digital Image Processing: A Remote $eqg Perspective.
Englewood Cliffs, New Jersey: Prentice-Hall.

Jensen, J. R. 199ktroductory Digital Image Processing: A Remote SSieg Perspective2d ed.

Englewood Cliffs, New Jersey: Prentice-Hall.

Jensen, J. R., et al. 1983. Urban/Suburban LandAldabysis. Chapter 30 iManual of Remote
Sensing Ed. R. N. Colwell. Falls Church, Virginia: Ameaic Society of
Photogrammetry.

DigitalGlobe, 2008aQuickBird.Retrieved December 8, 2008 from

http://www.digitalglobe.com/index.php/85/QuickBird

DigitalGlobe, 2008bWorldView-1.Retrieved December 8, 2008 from

http://lwww.digitalglobe.com/index.php/86/WorldVielv-

DigitalGlobe, 2010WorldView-2 Retrieved September 7, 2010 from

http://lwww.digitalglobe.com/index.php/88/WorldViev-

DLR (German Aerospace Center). 2008rraSAR-X MissiorRetrieved December 5, 2008,

from http://www.dlIr.de/tsx/main/mission_en.htm

Earth Remote Sensing Data Analysis Center (ERSD2@)0.JERS-1 OPRetrieved

December 28, 2001, from http://www.ersdac.or.jpjuis/JERS1/JOPS/JOPS_E.html



Unit 3 Digital Image Classification

1.0 Introduction

Digital image classification is a software—basedgen classification technique which
involves automated information extraction and sghset classification of multispectral satellite
images. These are statistical decision rules wigidups pixels in different feature classes.
Digital classification techniques are less timestoning than visual techniques. Digital satellite
images can be classified digitally using supervisaasupervised or hybrid type of image

classification (these will be discussed in dettit).

2.0 O

bjectives



1. T
0 get the students to understand the methods whiatan be used to classify digital
images.

3.0 Main Body

3.1 Digital Image Classification

The overall objective of image classification asautomatically categorize all pixels in
an image into land cover classes or themes. Noymmaliltispectral data are used to perform the
classification, and the spectral pattern presetitiwihe data for each pixel is used as numerical
basis for categorization. That is, different feattypes manifest different combination of DNs
based on their inherent spectral reflectance anitagmoe properties (Minakshi, 2011). The
traditional methods of classification mainly followwo approaches: unsupervised and
supervised.

a. S
upervised classification

In supervised training, it is important that thealysts have a set of desired classes in
mind, and then create the appropriate signatuoes fhe data. You must also have some way of
recognizing pixels that represent the classesythaiwvant to extract. Supervised classification is
usually appropriate when you want to identify nealy few classes, when you have selected
training sites that can be verified with groundthraata, or when you can identify distinct,
homogeneous regions that represent each classs(R@ED). On the other hand, if you want the
classes to be determined by spectral distinctibas dre inherent in the data so that you can

define the classes later, then the application etteb suited to unsupervised training.



Unsupervised training enables you to define maagsds easily, and identify classes that are
not in contiguous, easily recognized regions.

To do this, representative sample sitelsnofvn cover types, called training sites, are used
to compile a numerical interpretation key that déss the spectral attributes for each feature
type of interest. This is called supervised sigraat&ach pixel in the data set is then compared
numerically to each category in the signature atetled with the name of the category it looks
most like. In the supervised approach the usemdsfuseful information categories and then
examines their spectral separability whereas inuthgupervised approach he first determines

spectrally separable classes and then definesitii@imational utility.

It has been found that in areas of compéerain, the unsupervised approach is preferable
to the supervised one. In such conditions if theesuised approach is used, the user will have
difficulty in selecting training sites because bé tvariability of spectral response within each

class. Consequently, a prior ground data colleataombe very time consuming.

Also, the supervised approach is subjecin the sense that the analyst tries to classify
information categories, which are often composedesferal spectral classes whereas spectrally
distinguishable classes will be revealed by theupassised approach, and hence ground data
collection requirements may be reduced. Additignathe unsupervised approach has the
potential advantage of revealing discriminable sggsunknown from previous work. However,
when definition of representative training areapassible and statistical information classes
show a close correspondence, the results of sgeervclassification will be superior to

unsupervised classification.



nsupervised classification
Unsupervised training is more computer-awatiwth and doesot utilize training data
as the basis for classification. It enables yospgecify some parameters that the computer uses
to uncover statistical patterns that are inheranthe data. These patterns do not necessarily
correspond to directly meaningful characteristidstite scene, such as contiguous, easily
recognized areas of a particular soil type or lard. They are simply clusters of pixels with
similar spectral characteristics. In some casesiay be more important to identify groups of
pixels with similar spectral characteristics thamsito sort pixels into recognizable categories.
Unsupervised training is dependent upon the dsédf ifor the definition of classes. This method
is usually used when less is known about the detar® classification. It is then the analyst’'s
responsibility, after classification, to attach mieg to the resulting classes (Jensen, 1996).
Unsupervised classification is useful only if thasses can be appropriately interpreted.

Rather, this family of classifiers involves algbnis that examine the unknown pixels in an
image and aggregate them into a number of classesdbon the natural groupings or clusters
present in the image values. It performs very wetlases where the values within a given cover
type are close together in the measurement spatajrddifferent classes are comparatively well
separated.

The classes that result from unsupervisaskification are spectral classes because they are
based solely on the natural groupings in the imadees, the identity of the spectral classes will
not be initially known. The analyst must compare ¢hassified data with some form of reference

data (such as larger scale imagery or maps) tordiete the identity and informational value



of the spectral classes. In the supervised appra&ctefine useful information categories and
then examine their spectral separability; in theupervised approach we determine spectrally

separable classes and then define their informaltiaity.

There are numerous clustering algoriththist can be used to determine the natural
spectral groupings present in data set. One comforom of clustering, called the “K-means”
approach also called as ISODATA (Interaction Sealfi@izing Data Analysis Technique)
accepts from the analyst the number of clustergetdocated in the data. The algorithm then
arbitrarily “seeds”, or locates, that number of stkr centers in the multidimensional
measurement space. Each pixel in the image isabgigned to the cluster whose arbitrary mean
vector is closest. After all pixels have been dfaess in this manner, revised mean vectors for
each of the clusters are computed. The revised sneaa then used as the basis of
reclassification of the image data. The procedorginues until there is no significant change in
the location of class mean vectors between suaseesrations of the algorithm. Once this point
is reached, the analyst determines the land calestity of each spectral class. Because the K-
means approach is iterative, it is computationgtgnsive. Therefore, it is often applied only to
image sub-areas rather than to full scenes.

4.0 Conclusion

From the foregoing facts, the supervised and unsigsel classifications are commonly used in
classifying satellite imageries. While the supesdispproach training data, unsupervised does
not. Other methods such as knowledge classifiest.elor detailed discussion on this, please see

the reading list attached.



5.0 S
ummary
The two methods which can be used for imageqssing have been discussed here.
The advantages of one over the other are also speliThe circumstances each could be used
have also been mentioned. This is just and intrboluc A more in-depth study requires a
computer and the related image processing systerdsiding Erdas Imagine by Leica
Geosystem, Idrissi by Clark Laboratory, Illwis Aeawic and a host of others. To carry out a

successful image processing, the right data is necgssary.
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MODULE 5 APPLICATION OF REMOTE SENSING

1. Unit1 Land use/Land cover mapping

1.0Introduction

The applications of remote sensing technique an@stl unlimited. In nearly all cases the
applications relate to the collation of informatiorcessary for the planning of future
development, In land cover/land use, it is equalbplicable. Almost every activity of

man takes place on the land. Consequently, the ledoge of what exits where is very
paramount for planning purposes. This informatian be obtained from remote sensing

data.

2.00bjectives

1. To expose the students to the different ways irciwnémote sensing can be

used to derive information about land cover/langl. us



2. To discuss some examples of the application of tersensing in land

cover/land use mapping.

3.0Main Body

3.1Land use/Land cover mapping

The knowledge of land use and land cover is importar many planning and
management activities concerned with the surfac¢hefearth. The term land cover
relates to the type of feature present on the seréd the earth. Urban buildings, lake,
trees are all examples of land cover types. Tha tand use relates to human activity

associated with a specific piece of land.

Remote sensing tends to orient towards applicatidmat have direct and
immediate benefit to people and society. In thigards, map types that are designed to
show both natural and manmade features on which gattinent to those aims is
recorded and from which up-to-date informationasily extracted are referred to as land
cover and land use maps (Short, URL). The sateftisges and aerial photographs are

good starting points for making land use/cover maps

Satellite remote sensing is an evolving technolagh the potential for contributing to
studies for land cover and change detection by mgagiobally comprehensive evaluations of
many environmental and human actions possible.elbleanges, in turn, influence management
and policy decision making. Satellite image databés direct observation of the land surface at

repetitive intervals and therefore allow mappindghe extent and monitoring and assessment of:



> Storm Water Runoff
> Change detection

> Air Quality

> Environmental analysis

> Energy Savings

> Carbon Storage and Avoidance
> Irrigated landscape mapping

From the above, it is obvious that there are aewaonf ways in which remote sensing can
be used in land cover land use mapping and analysssparticularly useful when utilized along

with geographical information systems (GIS)

Green Vegetation Index  Soil Brightness Map  Vegetation Hue (color)

Change Map Sharp Vegetation Index Black and White



Figure 6.1: Some examples of Vegetation index froQuickBird Satellite Image (Source,

QuickBird, 2010)

4.0 Summary

Satellite remote sensing is an evolving technolagi the potential for contributing to
studies for land cover and change detection by mgaglobally comprehensive evaluations of
many environmental and human actions possible.
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Unit 2 Agricultural and Natural Resources Applications

51 Introduction

Remote Sensing in agriculture and natural resoum@amagement is an important
promising tool. Comprehensive, reliable and timelfjormation on agricultural resources are
very much necessary for countries whose mainstafefconomy is agriculture. Agricultural
survey is a backbone of planning and allocatiomheflimited resources to different sectors of
the economy. Possible application areas includgping of agricultural land resources using
remote sensing; As a guide to farmers on the righe of crops that can be grown; remote
sensing application to select tube well and rairewvdtarvesting sitesstatistics for forecasting
irrigation timings, harvest timings, price fluctiaats, food availability and input requirements,

etc. These and many more are discussed here.

2.0  Objectives



1. To identify and discuss the different areas ofapplication of remote sensing in
agriculture.
2. To discuss some examples of the application of tersensing in agriculture.
3.0Main Body

3.1 Remote Sensing in Agricultural and Natural Resarces Application

Regarding the application of remote sensing incadjure, Kumar (2007) remarked that,
“Remote Sensing in agriculture and natural resoaraeagement is an important promising tool
in agricultural information and management systei@omprehensive, reliable and timely
information on agricultural resources are very moehessary for countries whose mainstay of
the economy is agriculture. Agricultural surveyai®ackbone of planning and allocation of the
limited resources to different sectors of the ecopoSuch countries need to use this technology
more and more to address various agricultural ehg#s including water management system,
estimation of soil nutrient profile, water profiinbiotic and abiotic plant stress, crop coverage,
pest conditions and surveillance, deforestationdibersity assessment, marine biology, etc.
(Kumar, 2007) . The potential of remote sensindginetogy is great, especially in conjunction
with the rapidly developing information and comnuation technology including geographical

information systems (GIS) for the benefit of theriang communities.

Studies which involve the world-wide supply and dewh for agricultural products, show
that the applications of remote sensing in genaralindeed many and varied ways. Aerial
photographic interpretation is a useful aid in ccopdition assessment. harmful condition can be
assessed include crop disease, insect damage,spless from other causes and crop damage

resulting from such disasters as flooding, firenémloes and hurricanes. Crop yield estimation



based on air photo interpretation has also metinmgrgegrees of success. Many additional

agricultural applications include.

Mapping of agricultural land resources using remosensing.The current system of collecting
and maintaining land records was fraught with diffies and has always been full of
controversies especially in the case of maintairaper land records (Ghosh and Venniyoor,
2007). The use of remotely sensed data would ersmm@racy and transparency in this process.
The use of the newly available and inexpensive halddGPS guided mapping devices, to gather
local level land records. Attention is also drawnthie role of GIS mapping in this area. Data

collected could be entered real time into vari@ygits of GIS based software for analysis.

As a guide to farmers on theght type of crops that can be growinom the knowledge of the
existing soil conditions, to get the maximum outgDther information like availability of water
for irrigation and water retaining capacities ofl @muld also play a vital role in the choice of
crops and inputs for maximum productivity all of s remote sensing can be applied.

Remote sensing application to select tube well aathwater harvesting siteswhich could
effectively help enhance the potential of groundewaesources. Thus by surveying the areas
under agriculture for various factors like soil memt profile, water availability, crop status etc.
specific data could be generated for different agimatic zones (Kumar, 2007). Planning
specific cropping patterns and assessing produetstimates based on the data provided would
help farmers to minimize losses.

To generate significant agricultural statistics for forecasting irrigation timings, harvest
timings, price fluctuations, food availability amgput requirements.

Yield determination



Soils and Fertility Analysis
Crop health
Irrigated landscape mapping

Studies to determine areas for erosion control dvoeatrol, fencing or other remedial measures.

Determine of the adequacy of existing irrigatiosteyns for uniformly wetting an entire field.

Farm livestock survey.

3.2  Water Resources Application

Whether for irrigation, power generation, drinkimganufacturing or recreation, water is
one of our most critical resources. Remote sertsicignique can be employed in various ways to
help monitor the quality, quantity and geographgtribution of this resource. For example air
photo interpretation can be in water pollution déte and flood damage estimation. Also a
knowledge of ground water location is important bath water supply and pollution control
analysis. The identification of topographic and etagjon indicators of groundwater and the
determination of the location of groundwater disgleaareas (spring and seeps) can assist in the
location of potential well site. Also it is importato be able to identify groundwater recharge

zones in order to protect these areas from a@s/ttiat would pollute the groundwater supply.

4.0Conclusion

Of a truth remote sensing can play a very vitaé nol agricultural studies. It helps in
ascertaining the exact crop area and land userpagte. The applications are many and varied.

This includes mapping of agricultural land resosgraes a guide to farmers on the right type of



crops that can be grown, remote sensing applicaticelect tube well and rainwater harvesting
sites, to generate significant agricultural statsstetc. As far as agriculture is concerned, there

are much more areas of application of remote sgnglmich the students can explore.

5.0Summary
In this unit, the different areas of applicationremote sensing were explored. Countries
of the world that have agriculture as the mainstiatheir economies utilize this technique a
lot in solving agricultural problems thereby ensgrifood security for the population. In
Nigeria, remote sensing is yet to be fully utilizedsolving practical agricultural problems
despite huge investment in remote sensing relatgdgts and programmes. One challenge is

in the area of man power training which is at ttoef burner of this course.
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Unit 3 Urban and Regional Planning

1.0 Introduction

Urban and regional planning requires continuousuatiipn of data to formulate
governmental policies and programs. The roles ahmhg agencies and establishments are
becoming increasingly more complex and extend teider range of activities. There is an
increased need for these agencies to have timetyrate and cost-effective sources of data of
various forms. Remote sensing data fits clearly this need. For such remote sensing data to
serve the needs of urban and regional planninguit have great resolving power. Presently,
very high resolution satellite imageries of lesantll x 1 meter are increasingly being produced

by different imaging systems and companies. Theseiacussed in this unit.

2.0  Objectives

3. To identify and discuss the different areas ofdpplication of remote sensing in Urban

and Regional Planning



4. To discuss some examples of the application of tersensing in Urban and Regional

Planning

3.0 Main body

3.1 Application of Remote Sensing in Urban and Regiorklanning

Urban and regional planning requires continuousuatiipn of data to formulate
governmental policies and programs. The role ohmilag agencies is becoming increasingly
more complex and is extending to a wider rangectiviies. Consequently, there is an increased
need for these agencies to have timely, accuradecast-effective sources of data of various
forms. According to Wanga Q., Chen, J. and Tian2¥08), the primary stage of making an
urban planning is the survey of present situatishich required a lot of people, material and
money in the past. But with the advent of remotess® has been used as a new means to get
the spatial and attribute information. That is mepeedy, accurate and economical. There are
mainly two ways to do the remote sensing imagesdlaation.

Population estimates for instance can be indireadhtained through our photo
interpretation. Airphoto interpretation can alsaisisin housing quality studies, traffic and
parking studies as well as in various location aittihg problems such as transportation route

location, transmission line location etc.

Specifically, the following areas of applicatioreaxommon in urban and Regional Planning:

» Urban infrastructure mapping
> Interpretation and analysis
» High resolution Satellite imageries used as magtgukes for visual interpretation

» Updating and monitoring using repetitive coverage



» Urban morphology, population estimation and othéysical aspects of the urban
environment

» Space use surveys in city centres

» Site suitability and catchment area analysis

» Transportation system planning and modeling

» Urban growth/sprawl and trend analysis

40 Conclusion

Planners can apply remote sensing and geogragbitnation technologies in all aspects
of the planning process, including: data collectaond storage, data analysis and presentation,
plan and/or policy making, communication with thébjpc and decision makers, and plan and/or
policy implementation and administration (Nedovit ress). This is most commonly used for
comprehensive planning, zoning, land use inverdprisge suitability assessments, and socio-
demographic analysis, and generally for mappingg@segs (Warnecke et al. 1998). Planners use
remote sensing and perhaps GIS primarily for mappactivities. The value of maps in

understanding and communicating planning issuegilkrecognized and appreciated.

5.0 Summary
From the foregoing facts, it is clear that the r@leemote sensing and other information
technologies cannot be overemphasized as far as ylanning is concerned. The key areas of

such application have been highlighted in this.ufitere is definitely much more that remote



sensing can assist in urban and regional planfiing.students should therefore make use of the

references/further reading list provided.
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Unit 4 Forestry Applications

1.0 Introduction

Forestry is concerned with the management of feriestwood, forage, wildlife and recreation.
However, because of the principal raw product frimrests is wood, forestry is especially
concerned with timber management, maintenanceraptbvement of existing forest stands and
fire control. Forests have played a central rolthseconomic, social, and cultural development
of many countries of the world. Forests were ormanssolely as a frontier from which resources
could be extracted, they now are viewed by manprasious islands that serve as refuges for
nature and recreation and act as buffers againstoemental degradation (Peterson, et al,
1999). This shift in values has been most notieedblterms of the public forests. Effective
management of forest resources requires reliabdetiamely information about the status and
trends of forest resources. In this regard, rensetesing and GIS play very vital roles. New
forest management priorities, however, have raibed question of whether these efforts—

characterized by the use of ground and aerial gh8ens and by a focus on vegetation



measures—are evolving sufficiently to meet futunéoimation demands in terms of depth,
breadth, and timeliness. The following discussiaa attempted to resolve the concern raised by
(Peterson et al (1999) in the foregoing statement.

One of the most important areas of applicatioreafiote sensing is in forestry which is discussed

in this unit.

2.0 Objectives
1. To identify and discuss the different areas of #pplication of remote sensing in
agriculture
2. To discuss some examples of the application of tersensing in agriculture

3.0 Main body

3.1  Application of Remote Sensing in Forestry

Forestry is concerned with the management of feriestwood, forage, wildlife and recreation.
However, because of the principal raw product frimrests is wood, forestry is especially
concerned with timber management, maintenanceraptbvement of existing forest stands and
fire control. According to Tun¢ (URL) there are ngdorestry issues that remote sensing can be
applied. Some of these applications include tereaialysis, forest management, recultivation,
updating of existing forest inventories, foresteotype discrimination, the delineation of burned

areas, and mapping of cleared areas

Forests of one type or another are distributed emigvand their resources value varies widely.
Airphoto interpretation provides a feasible meahsonitoring many of the world’s conditions.
Trees species can be identified on AP so alsoleadsessment of disease and insect infestation

be carried out. The extent to which trees spe@esbe recognized on AP is largely determined



by the scale and quality of the photographs. Thaagtteristics of the tree form, such as crown

shape and branching habit, are heavily used fatiidsation on large-scale photographs.

Forest and Wildfire Example (after Tung, URL)

For several years the number of fires in Europeaests has increased. In most tropical
forests, a new category of forest fire risk havpegped in some regions. Forest fires are a result
of the simultaneous existence of at least threawmifrable phenomena: long- term drought, the
effect of air pollution (decline and decay of tretbe formation of loose canopy and lush growth
of grasses - all resulting in large amounts ofamimable material) and high tourist presence in
forests (Tung, URL). Because of this situation, neshniques mainly remote sensing and GIS
technologies have been applied for forest protactidigh resolution satellite data such as
Landsat Thematic Mapper, SPOT and ERS-SAR combimt#dlow resolution satellite images
such as NOAA-AVHRR offer new possibilities to manitforest fires. They have a number of
advantages over conventional means of observdtisimg satellite images, it is possible to view
vast expanses of land (thousands to tens of thdasairkm?2 on one image) (Tung, URL). This
can be performed regularly for the same area andrded in different wavelengths, thus
providing information on the state of forest rexms: Satellite data can be acquired without

encountering administrative restrictions

4.0 Conclusion

We can see that remote sensing in forestry is irapprtant. Because we can see the
places that are damaged by people, or the plaeg¢sath cut from the space; and you can get
these images when the satellite is passing abowerggion. You can understand where there is

a fire, how big the fire is or where the fire isigp to without going to that place, and you can



take precautions immediately. For example afteur@idane or disasters, the damages on forests
can be understood in a very short time, and theeplavhere regrowth must be made can be seen

from above.
5.0 Summary

Forests have played a central role in the econosaicial, and cultural development of
many countries of the world. Forests were once seély as a frontier from which resources
could be extracted, they now are viewed by manprasious islands that serve as refuges for
nature and recreation and act as buffers againstoemental degradation (Peterson, et al,
1999). This shift in values has been most notieedblterms of the public forests. Effective
management of forest resources requires reliabtdetiamely information about the status and
trends of forest resources. In this regard, rensetesing and GIS play very vital roles. New
forest management priorities, however, have raibed question of whether these efforts—
characterized by the use of ground and aerial whgens and by a focus on vegetation
measures—are evolving sufficiently to meet futunéoimation demands in terms of depth,

breadth, and timeliness.
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