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Introduction

CIT 212 — System Analysis and Design is a threecf{8fit unit course
of twelve wunits. It deals with analysis, design, velepment,
implementation and maintenance of computer-baseirnmation
systems. The earlier courses in this programme dvbave made you
familiar with basic computer hardware and softwasacepts as well as
with some of the programming languages. The prograagm experience
acquired is complemented in this course with systerperience. This
would enable you to cope with the number of compfis in a systems
development approach and enmesh you correctly Bultren a
successful project. The three modules in this @igs run through of
the basic stages of a system devt life cycle (SDL@ stakeholders in
system development and the role of each stakeholder aim of this
course is to equip you with the basic skills of dsing and
understanding a system as well as lay the foundadib the basic
knowledge and tools you need to become a profiggsiem analyst. By
the end of the course, you should be able to cenfig study, analyse
and design a workable system.

This Course Guide gives you a brief overview of tmeirse content,
course duration, and course materials.

What You Will Learn in this Course

The main purpose of this course is to provide tleeessary tools
analyzing and designing systems. It makes availdi@esteps and tools
that will enable you to make proper and accuratésamn about systems
whenever the need arises. This, we intend to aehibvough the
following:

Course Aims

I Introduce the concepts associated with systereldpment;

. Provide necessary tools for analyzing, designohkeveloping and
implementing a system;

iii.  Expose the relationship between hardware asftiverre when it
comes to developing a system; and

iv.  Highlight the roles played by various stakelerkl in software
development life cycle (SDLC).

Course Objectives
Certain objectives have been set out to ensurethleatourse achieves

its aims. Apart from the course objectives, evany aof this course has
set objectives. In the course of the study, yolimakd to confirm, at the
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end of each unit, if you have met the objectivasaseéhe beginning of
each unit. By the end of this course you shouldfie to:

I describe the basic elements in system anabsts the role of
system analyst;

. describe different reasons for developing a sg§8tems projects

iii.  describe the various systeme analysis andytesiols;

Iv.  select a project out of a number of projectues]s;

V. enumerate the role of quality assurance in uaristages of a
system development life cycle.

vi.  explain the characteristics of good documeataand its various
types and the tools needed for documentation.

vii. explain the various types and stages of systeiplementation
and conversion as well as system maintenance.

Working through this Course

In order to have a thorough understanding of thesmunits, you will

need to read and understand the contents, pralcisseps by designing
a mini system for your department, and be committetkarning and

implementing your knowledge.

This course is designed to cover approximatelyesixtweeks, and it
will require your devoted attention. You should tthe exercises in the
Tutor-Marked Assignments and submit to your tutors.

Course Materials

These include:

1. Course Guide

2. Study Units

3. Recommended Texts

4 A file for your assignments and for records nb@nitor your
progress.

Study Units

There are twelve study units in this course:

Modulel
Unit 1 Overview of System Analysis and Design
Unit 2 Project Selection

Unit 3 Feasibility Study
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Unit 4 System Requirement Specifications and Asialy
Module 2

Unit 1 Structures System Design

Unit 2 Input Design and Control

Unit 3 Output Design

Unit 4 File and Database Design

Module 3

Unit 1 System Development

Unit 2 System Control and Quantity Assurance
Unit 3 Documentation

Unit 4 System Implementation

Make use of the course materials, do the exerdisesnhance your
learning.

Textbooks and References

James A. Senn (1986 nalysis & Design of Information System,
Mc-Graw Hill Book Co.

Tom De Macro (1979)Structured Analysis and System Specification
Prentice Hall.

Page Jones Meilir (1980The Practical Guide to Sructured Systems
Design, The Yourdon Press.

Edward Yourdon (1979).Managing the Structured Techniques,
Yourdon: Yourdon Press,

NCC — Guide to Structured Systems Analysis & Deditgthod.

Assignments File

These are of two types: the self-assessment egereisd the Tutor-
Marked Assignments. The self-assessment exercisésmable you
monitor your performance by yourself, while the dmiMarked
Assignment is a supervised assignment. The assigsneke a certain
percentage of your total score in this course. Theor-Marked
Assignments will be assessed by your tutor withigpacified period.
The examination at the end of this course will @tdetermining the
level of mastery of the subject matter. This coumsgudes twelve
Tutor-Marked Assignments and each must be done srmnitted
accordingly. Your best scores however, will be rded for you. Be
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sure to send these assignments to your tutor b#ferdeadline to avoid
loss of marks.

Presentation Schedule

The Presentation Schedule included in your course materials gives you
the important dates for the completion of tutor kearassignments and
attending tutorials. Remember, you are requiredsubmit all your
assignments by the due date. You should guardchsigiagging behind
in your work.

Assessment

There are two aspects to the assessment of theecokirst are the tutor
marked assignments; second, is a written examimatio

In tackling the assignments, you are expected pdyapformation and
knowledge acquired during this course. The assigmsnenust be
submitted to your tutor for formal assessment inoatance with the
deadlines stated in the Assignment File. The waW gubmit to your
tutor for assessment will count for 30% of youatatourse mark.

At the end of the course, you will need to sit #offinal three-hour
examination. This will also count for 70% of yootdl course mark.

Tutor-Marked Assignment

There are twelve tutor-marked assignments in tbigse. You need to
submit all the assignments. The total marks for best four (4)
assignments will be 30% of your total course mark.

Assignment questions for the units in this counse @ntained in the
Assignment File. You should be able to completeryassignments
from the information and materials contained in ryset textbooks,

reading and study units. However, you may wisuge other references
to broaden your viewpoint and provide a deeper rstdeding of the

subject.

When you have completed each assignment, sendather with form
to your tutor. Make sure that each assignmenthe=sagour tutor on or
before the deadline given. If, however, you carcwhplete your work
on time, contact your tutor before the assignmemane to discuss the
possibility of an extension.
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Examination and Grading

The final examination for the course will carry 7Q8ércentage of the
total marks available for this course. The exanmmawill cover every
aspect of the course, so you are advised to reallsgour corrected
assignments before the examination.

This course endows you with the status of a teaghéithat of a learner.
This means that you teach yourself and that yownjess your learning
capabilities would allow. It also means that yoa ar a better position
to determine and to ascertain the what, the how,the when of your
language learning. No teacher imposes any methtshaofing on you.

The course units are similarly designed with thteontuction following
the table of contents, then a set of objectivesthad the dialogue and
SO on.

The objectives guide you as you go through thesumwitascertain your
knowledge of the required terms and expressions.

Course Marking Scheme

This table shows how the actual course markingakdn down.

Assessment Marks

Assignment 1- 4 Four assignments, best three mairkbe
four count at 30% of course marks

Final Examination 70% of overall course marks

Total 100% of course marks

Table 1: Course Marking Scheme
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Course Overview

Unit | Title of Work Weeks Assessment
Activity (End of Unit)

Course Guide Week 1
Module 1

1 | Overview of System Week 1 Assignment 1
Analysis and Design
Project Selection Week 2 Assignment 2
Feasibility Study Week 3 Assignment 3
System Requirement Week 4 - 5 Assignment 4
Specifications and Analysis
Module 2

1 | Structures System Design | Week 6 Assignment 5

2 | Input Design and Control Week 7 Assignment 6

3 | Output Design Week 8 Assignment 7

4 | File and Database Design Week 8 - 9 Assignment 8
Module 3
System Development Week 10 Assignment 9

2 | System Control and QuantityVeek 11 - 12 | Assignment 10
Assurance

3 | Documentation Week 13 Assignment 11
System Implementation Week 14 - 15  Assignmentl12
Revision Week 16
Examination Week 17
Total 17 weeks

How to Get the Best from this Course

In distance learning the study units replace theeausity lecturer. This

is one of the great advantages of distance learryiog can read and
work through specially designed study materialgaatr own pace, and
at a time and place that suit you best. Think afsireading the lecture
instead of listening to a lecturer. In the samg et a lecturer might
set you some reading to do, the study units tall wtnen to read your
set books or other material. Just as a lecturehingiye you an in-class

Vi
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exercise, your study units provide exercises far ypodo at appropriate
points.

Each of the study units follows a common formahe Tirst item is an
introduction to the subject matter of the unit dwasv a particular unit is
integrated with the other units and the course a$i@e. Next is a set
of learning objectives. These objectives enable gonaow what you
should be able to do by the time you have complébedunit. You
should use these objectives to guide your studyheWyou have
finished the units you must go back and check wdreyou have
achieved the objectives. If you make a habit ofndothis you will
significantly improve your chances of passing tberse.

Remember that your tutor’s job is to assist youheWyou need help,
don't hesitate to call and ask your tutor to previd

1. Read thisCourse Guide thoroughly.

2. Organize a study schedule. Refer to the ‘Courser@sw’ for
more details. Note the time you are expected emdmn each
unit and how the assignments relate to the unithatéler
method you chose to use, you should decide ondtvatite in
your own dates for working on each unit.

3. Once you have created your own study schedule vdoything
you can to stick to it. The major reason that stus fail is that
they lag behind in their course work.

4. Turn toUnit 1 and read the introduction and the objectivestier t
unit.

5. Assemble the study materials. Information abouatwou need
for a unit is given in the ‘Overview’ at the beging of each unit.
You will almost always need both the study unit ywa working
on and one of your set of books on your desk asémee time.

6. Work through the unit. The content of the unieltshas been
arranged to provide a sequence for you to follods you work
through the unit you will be instructed to readtsms from your
set books or other articles. Use the unit to gyma reading.

7. Review the objectives for each study unit to confithat you
have achieved them. If you feel unsure about anythef
objectives, review the study material or consulirytwitor.

8. When you are confident that you have achieved a’suni
objectives, you can then start on the next unibc®ed unit by

vii
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unit through the course and try to pace your stsolythat you
keep yourself on schedule.

9. When you have submitted an assignment to your témor
marking, do not wait for its return before startiog the next
unit. Keep to your schedule. When the assignnsergturned,
pay particular attention to your tutor's commernisth on the
tutor-marked assignment form and also written ore th
assignment. Consult your tutor as soon as pos#ilyileu have
any questions or problems.

10. After completing the last unit, review the coursed gorepare
yourself for the final examination. Check that ywave achieved
the unit objectives (listed at the beginning ofreaait) and the
course objectives (listed in thizourse Guide).

Facilitators/Tutors and Tutorials

There are 15 hours of tutorials provided in suppdrthis course. You
will be notified of the dates, times and locatioh these tutorials,
together with the name and phone number of yowr,tais soon as you
are allocated a tutorial group.

Your tutor will mark and comment on your assignrseikeep a close
watch on your progress and on any difficulties ywaght encounter and
provide assistance to you during the course. Yostmmail or submit

your tutor-marked assignments to your tutor wetbbe the due date (at
least two working days are required). They willrbarked by your tutor

and returned to you as soon as possible.

Do not hesitate to contact your tutor by telephames-mail if you need
help. The following might be circumstances in whiou would find
help necessary. Contact your tutor if:

. you do not understand any part of the study unitthe assigned
readings,

. you have difficulty with the self-tests or exer@se

. you have a question or problem with an assignmaith your
tutor's comments on an assignment or with the gigaf an
assignment.

You should try your best to attend the tutorial$is is the only chance
to have face to face contact with your tutor an@gk questions which
are answered instantly. You can raise any probleocountered in the
course of your study. To gain the maximum benefdmf course

viii
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tutorials, prepare a question list before attendimegn. You will learn a
lot from participating in discussions actively.

Summary

System Analysis and Design introduces you to b#&stthniques and
skills you need to analyse a system and then desigmelop and
implement a new one to meet the needs of usersamtdntended to be
acquired in this course. The content of the counaterial was planned
and written to ensure that you acquire the propewkedge and skills
for the appropriate situations. Real-life situatidmve been created to
enable you identify with and create some of younoWhe essence is to
get you to acquire the necessary knowledge and etmmpe, and by
equipping you with the necessary tools, we hogeaie achievethat.

| wish you success with the course and hope thatwi find it both
interesting and useful.
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MODULE 1

Unit 1 Overview of System Analysis and Design

Unit 2 Project Selection

Unit 3 Feasibility Study

Unit 4 System Requirement Specifications and Asialy

UNIT 1 SYSTEM ANALYSIS

CONTENTS

1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1 Whatis a system?
3.1.1 Systems Study, Systems Analysis and Systems
Approach
3.1.2 Characteristics of a System
3.1.3 Elements of Systems Analysis
3.1.4 Types of Systems
3.2 System Development Life Cycle
3.2.1 Preliminary of System Requirements
3.2.2 Determination of System Requirements
3.2.3 Design of System
3.2.4 Development of software
3.2.5 Systems testing
3.2.6 Implementation, Evaluation and Maintenance
3.3  Software Crisis
3.3.1 From Programmers Point of View
3.3.2 From Users Point of View
3.4 Role of a System Analyst
3.4.1 Who is System Analyst?
3.4.2 What a System Analyst does?
3.4.3 Attributes of an Effective systems Analyst.
4.0 Conclusion
5.0 Summary
6.0 Tutor-Marked Assignment
7.0 References/Further Readings

1.0 INTRODUCTION

This unit introduces you to the general conceptssgétems. Also in
this unit you learn about the different types ofteyns and the stages in
system development referred to as system develdpiifen cycle
(SDLC).



CIT 212 SYSTEMS ANALYSIS ANDESIGN

2.0 OBJECTIVES

After going through this unit, you will be able to:

. define systems, systems study, systems analysissgsigms
approach,

. state the common characteristics in all systems,

. describe the basic elements in systems analysis,

. classify different types of systems,

. explain what is system development and what is egyst
development life cycle, and

. illustrate the role of systems analyst.

3.0 MAIN CONTENT

Systems analysis and design refers to the prockssxamining a
business situation with the intent of improving through better
procedures and methods. Systems development caeraljg be
thought of as having two major components: Systémalysts and
Systems Design. Systems design is the procesdaohipg a new
system or replace or complement an existing syst&ut before this
planning can be done, we must thoroughly understed existing
system and determine how computers can best be tosedbhke its
operation more effective. Systems analysis, thenthe process of
gathering and interpreting facts, diagnosing pnaisleand using the
information to recommend improvement to the systémbrief, we can
say that analysis specified what the system shdald Design states
how to accomplish the objectives.

3.1 Whatis a System?

The word “SYSTEM” covers a very broad spectrum onaepts. This
is derived from the Greek worsystema, which means an organised
relationship among the functioning units or compuse In our daily
life, we come into contact with the transportati@ystem, the
communication system, the accounting system, tbeuymtion system,
the economic system and for over three decades;dimputer system.
Similarly, business systems are the means by wHicisiness
organisations achieve their pre-determined goasbusiness system
combines policies, personnel, equipment and comgatglities to co-
ordinate the activities of business organisati@ssentially, a business
system represents an organised way of achievingptbaeletermined
objective of an organization.
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There are various definitions of the word systeuat,host of them seem
to have a common idea that suggests that a sysiean iorderly

grouping of interdependent components linked tagretaccording to a
plan, to achieve a specific goal. The word compbmaay refer to

physical parts (engines, wheels of car), managesteps (planning,
organising, controlling) or a subsystem in a migtel structure. The
components may be simple or complex, basic or ambehn They may
be a single computer with a keyboard, memory anderor a series of
intelligent terminals linked to a mainframe. Inther case, each
component is part of the total system and has tatslown share of
work for the system to achieve the desired goal.

3.1.1 Systems Study, Systems Analysis and Systenpgach

Systems studymay be defined as “a study of the operations sétaof
connected elements and of the inter-connectionsvdsst these
elements”. It shows clearly that one cannot igreomg part or element
of a system without first finding out the effecattelements has on the
operation of the system as a whole. We can uratetsthis with the
help of system analysis.

There is a difference between “systems approachd &ystems
analysis” also. The systems approach shows afsptooedure for
solving a particular problem. It applies sciestimethods to observe,
clarify, identify and solve a problem with speccdre being taken to
understand the inter-relatedness between elememdstlaeir system
characteristics. However, systems analysis is mag@ment technique
which helps us in designing a new system or impr@van existing
system.

3.1.2 Characteristics of a System

Based on the definition of a system, it is obsertiedt following
characteristics are present in all systems:

a) Organisation

Organization implies structure and order. It i® tAarrangement of
components that helps to achieve objectives. @rdésign of a business
system, for example, the hierarchical relationskiprting with the

president on top and leading downward to the bhlkic workers

represents the organization structure. Likewissomputer system is
designed around an input device, a central praogssnit, an output
device and one or more storage units. When thegs are linked

together, they work as a whole system for genegatiformation.
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b) Interaction

Interaction refers to the procedure in which easimmonent functions
with other components of the system. In an orgsitn, for example,

purchasing must interact with production, advergswith the sales and
payroll with personnel. In a computer system altze central

processing unit must interact with other units edve a problem. In
turn, the main memory holds program, and the dasdathe arithmetic
unit uses for computation. The inter-relationstbptween these
components enables the computer to perform.

C) Interdependence

Interdependence means that component of the oag@mzor computer
system depends on one another. They are coordireatd linked
together in a planned way to achieve an objective.

d) Integration

Integration is concerned with how a system is tagkther. It is more
than sharing a physical part or locations. It nsetmat parts of the
system work together within the system even thaeggth part performs
a unique function. Successful integration willibglly produce a better
result as a whole rather than if each componenksvoidependently.

e) Central Objective

Central objective is the last characteristics siystem. Objectives may
be real or stated. Although a stated objective b&yhe real objective.
It is quite common that organization may set ongealve and operate
to achieve another. The important point is tharsisnust be aware of
the central objective well in advance.

3.1.3 Elements of Systems Analysis

There are four basic elements in systems anal\Bigef description of
each element has been given below:

a) Output

First of all, we must determine what the objectivegjoals are, what do
we intend to achieve, what is the purpose of ourkwim other words,
what is the main aim behind the system. Definimg & very vital in
system work. If we do not know where we want tq ge will not
know when we have reached there. We shall beaassarily wasting
our time and energy in the process. Once we knawaon, we can try
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to achieve it in the best possible way. The ugpadment has to define
these objectives in terms of their needs. Thesmwrhe the outputs
which the systems analyst keeps in mind.

b) Inputs

Once we know the output, we can easily determinatwhe inputs

should be. Sometimes, it may happen that the medjunformation may

not be readily available in the proper form. Thay be because the
existing forms are not properly designed. Sometjniesnay not be

possible to get the required information withoute thelp of top

management. If the information is vital to theteys, we should make
all possible efforts to make it available. Sometsmg might be too

costly to get the desired information. It wouldlmter in such cases to
prepare a cost-benefit analysis to convince the agament of the

necessity for acquiring the information. The efisérlements of inputs

are:

) Accuracy: If the data is not accurate, the outputs will berg.

1)) Timeliness: If data is not obtained in time, the entire sysfatts
into arrears.

iii)  Proper format: The inputs must be available in proper format.
iv)  Economy: the data must be produced at the least cost.

C) Files

As the word implies files are used to store dabost of the inputs
necessary for the system may be historical dat#, meay be possible
that these are generated from within the systerhes@ are stored in
files either in terms of isolated facts or in largdumes.

d) Processes

Here we come to the details of how the inputs aled fare converted
into outputs. This involves the programs and tlag w which data is
processed through the computer. The processinglviesy a set of

logical steps. These steps are required to beuststl to the computer
and this is done by a series of instructions caiedgrams”.

3.1.4 Types of Systems

Systems have been classified in different waysmi@on classifications
are:
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) Physical or abstract systems

1)) Open or closed systems

iii)  Deterministic or probabilistic systems
iv)  Man-made information systems.

0] Physical or Abstract Systems

Physical systems are tangible entities that magtagc or dynamic in
operation. Abstract systems are conceptual or pigsical entities
which may be as straight forward as formulas oatrehships among
sets of variables or models — the abstract conakpation of physical
situations.

(i)  Open or Closed System

An open system continually interacts with its eamments. It receives
inputs from and delivers outputs to outside. Afolimation system
belongs to this category, since it must adapt éoctimnging demands of
the user. In contrast, a closed system is isol&t@mud environmental
influences. In reality completely closed systaresrare.

(i)  Deterministic or Probabilistic Systems

A deterministic system is one in which the occucesnf all events is
perfectly predictable. If we get the descriptidntiee system state at a
particular time, the next state can be easily ptedi An example of
such a system is a numerically controlled machow. t Probabilistic
system is one in which the occurrence of event)@abe perfectly
predicted. An example of such a system is a wargdhand its contents.

(iv) Man-made Information Systems

It is generally believed that information reducesertainty about a state
or event. For example, information that the wisdcalm reduces the
uncertainty that a trip by boat will be enjoyablén information system
is the basis for interaction between the user dmal dnalyst. It
determines the nature of relationship among deatisiakers. In fact, it
may be viewed as a decision centre for personradl Evels. From this
basis, an information system designed may be difie a set of
devices, procedures and operating systems desmyoecd user-based
criteria to produce information and communicatetaitthe user for
planning, control and performance. Many practii@nfail to recognize
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that a business has several information systenes, isadesigned for a
specific purpose. The major information systenes ar

° Formal information systems
° Informal information systems
° Computer-based information systems.

A Formal Information System is based on the organization represented
by the organization chart. The chart is a map aditpns and their
authority relationships, indicated by boxes andnemted by straight
lines. It is concerned with the pattern of auttyprcommunication and
work flow.

An Informal Information System is an employee-based system
designed to meet personnel and vocational needstarmlp in the
solution of work-related problems. It also funngl®rmation upwards
through indirect channels. In this way, it is ddesed to be a useful
system because it works within the framework of biusiness and its
stated policies.

Third category of information system depends maonythe computer
for handling business applications. Systems amalysvelops several
different types of information systems to meet aietg of business
needs. There is a class of systems known colkdgtas

Computer-based Information Systems.As wehave different types of
transportation systems such as highways systerhsaya systems and
airline systems, computer-based information systamsof too many
types. They are classified as:

Transaction Processing Systems (TPS)
Management Information Systems (MIS)
Decision Support System (DSS)

Office Automation Systems (OAS).

The figure 1.1 shows the organization chart of cot@pbased
information system (CBIS) and figure 1.2 showslhiearchical view of
CBIS.
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Figure 1.1: CBIS in an Organizational Context

Top

management \ e

/ Middle managemcm\\ MIS

X s

First line management

Clerical Personnel OAS

Figure 1.2: The Hierarchical View of CBIS
Transaction Processing Systems

The most fundamental computer-based system in ganaation
pertains to the processing of business transactiods transaction
processing system can be defined as a computed-bastem that
captures, classifies, stores, maintains, updatdsretmieves transaction
data for record keeping and for input to other $ypef CBIS.
Transaction Processing Systems are aimed at impgothe routine
business activities on which all organizations aejpeA transaction is
any event or activity that affects the whole orgation. Placing orders,
billing customers, hiring of employees and depegdiheques are some
of the common transactions. The types of transadthat occur vary
from organization to organization.

But it is true that all organization process tranisss as a major part of
their daily business activities. The most sucedssirganizations
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perform this work of transaction processing in ayvgystematic way.
Transaction processing systems provide speed andamy and can be
programmed to follow routines without any variance.

Management Information System

Data processing by computer has been extremelgteiebecause of
several reasons. The main reason being that hogrurd of data
relating to accounts and other transactions canptoeessed very
quickly. Earlier most of the computer applicatiomsre concerned with
record keeping and the automation of routine cériprocesses.
However, in recent years, increasing attention b@sn focussed on
computer applications providing information for jeyl making,

management planning and control purposes. MISramee concerned
with management function. MIS can be describedirdgrmation

system that can provide all levels of managemerh wiformation

essential to the running of smooth business. Ti@mation must be
as relevant, timely, accurate, complete and corassés economically
feasible.

Decision Support Systems

It is an information system that offers the kindimfiormation that may
not be predictable, the kind that business profesés may need only
once. These systems do not produce regularly stdaananagement
reports. Instead, they are designed to respond teide range of
requests. It is true that all the decisions iroeganization are not of a
recurring nature. Decision support systems assastagers who must
make decisions that are not highly structured,noftalled unstructured
or semi-structured decisions. A decision is caogr®d unstructured if
there are no clear procedures for making the dectiand if not all the
factors to be considered in the decision can bédilgeadentified in
advance. Judgement of the manager plays a vigimalecision-making
where the problem is not structured. The decisiappert system
supports, but does not replace, judgement of manage

Office Automation Systems

Office automation systems are among the newest mast rapidly
expanding computer-based information systems. Tlaeg being
developed with the hopes and expectations that wikyincrease the
efficiency and productivity of office workers, tghs, secretaries,
administrative assistants, staff professionals, agars and the like.
Many organizations have taken the first step towauwtbmating their
offices. Often this step involves the use of wprdcessing equipment
to facilitate the typing, storing, revising andrimg of textual materials.
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Another development is a computer-based commupmagystem such
as electronic mail which allows people to commutgida an electronic
mode through computer terminals. An office autoomasystem can be
described as a multi-function, integrated compbgsed system that
allows many office activities to be performed inedactronic mode.

Categories of different information systems witleithcharacteristics
have been described briefly in table 1.1:

Table 1.1: Categories of Information Systems

Category of Characteristics

Information System

Transaction Substitutes computer-based processing | for

Processing System manual procedures. Deals with well structured
routine processes. Includes record-keeping
applications.

Management Provides input to be used in the managerial

Information System decision process. Deals with supporting well
structured decision situations. Typical

information requirements can be anticipated.

Decision Support Provides information to managers who make
System judgements about particular situations. Supports
decision makers in situations that are not well-
structured.

Office Automation It is a multi-function, integrated computer-based
System system that allows many office activities to |be
performed in an electronic mode.

SELF-ASSESSMENT EXERCISE 1

I What is the basic difference between ‘systemgr@gch” and
“systems analysis”?

. What are the four basic elements in systemsyais®

lii.  What is a Computer-based Information System?

iv. ~ When is a decision considered to be unstrudtire

3.2 System Development Life Cycle (SDLC)
System development, a process consisting of the mar steps of

systems analysis and design, starts when managemneswmetimes
system development personnel feel that a new systgman

10
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improvement in the existing system is required. e Thystems
development life cycle is classically thought ofthe set of activities
that analysts, designers and users carry out telale\and implement an
information system. The systems development fgdecconsists of the
following activities:

Preliminary investigation

Determination of system requirements
Design of system

Development of software

Systems testing

Implementation, evaluation and maintenance

3.2.1 Preliminary Investigation

A request to take assistance from information systean be made for
many reasons, but in each case someone in theizagan initiates the

request. When the request is made, the first systactivity, the

preliminary investigation begins. This activitydthree parts:

)] Request clarification
i) Feasibility study
i)  Request approval

Request Clarification

Many requests from employees and users in the maf@ons are not
clearly defined. Therefore, it becomes necesdaay project request
must be examined and clarified properly before whrgg systems
investigation.

Feasibility Study

An important outcome of the preliminary investigati is the

determination that the system requested is feasifilbere are three
aspects in the feasibility study portion of thelipneary investigation:

0] Technical Feasibility

Can the work for the project be done with currequiipment, existing

software technology and available personnel? ik nechnology is
needed, what is the likelihood that it can be deyed?

11
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(i) Economic Feasibility

Are there sufficient benefits in creating the syseto make the costs
acceptable? Or, are the costs of not creatingyie® so great that it is
advisable to undertake the project?

(i) Operational Feasibility
Will the system be used if it is developed and enpénted?

Will there be resistance from users that will umdee the possible
application benefits?

The feasibility study is carried out by a small @woof people who are
familiar with information systems techniques, ursd@nd the parts of
the business or organisation that will be involhadaffected by the
project, and are skilled in the systems analysisd®sign process.

Request Approval

It is not necessary that all requested projectsdasgrable or feasible.
Some organizations receive so many project requiests employees

that only a few of them can be pursued. HoweVverse projects that
are feasible and desirable should be put into adkdh. In some cases,
development can start immediately, although usualgtems staff

members are busy on other ongoing projects. Wheh situation

arises, management decides which projects are maggnt and

schedules them accordingly. After a project retjiesapproved, its

costs, priority, completion time, and personnel urEgments are

estimated and used to determine where to addahyoexisting project

list. Later on, when the other projects have beempleted, the

proposed application development can be initiated.

A further discussion orpreliminary investigation is converted in
section 2.5 of unit 2.

3.2.2 Determination of System Requirements

At the heart of systems analysis is a detailed rstaleding of all
important facets of the business that are undegsinyation. The key
guestions are:

What is being done?

How is it being done?

How frequently does it occur?

How great is the volume of transactions or deaiio

12
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° How well is the task being performed?

° Does problem exist?

° If a problem exists, how serious is it? Whaths underlying
cause?

To answer the above questions, systems analysisssiss with different
category of persons to collect facts about thertmss process and their
opinions of why things happen as they do and thiew for changing
the existing process. During analysis, data alleated on the available
files, decision points and transactions handledHgy present system.
Some tools are used in analysis like data flow rdiag (DFD),
interviews, on-site observations and questionnaires Detall
investigations also require the study of manuat$ @ports. Once the
structured analysis is completed, analyst hasm tinderstanding of
what is to be done?

3.2.3 Design System

The design of an information system produces thaildethat clearly

describe how a system will meet the requiremenéntitied during

systems analysis. Systems specialities often tefdris stage as logical
design, in contrast to the process of developiogam software, which
is referred to as physical design.

Systems analyst begins the design process by figegtireports and
other outputs system will produce. Then the spedéta on each are
pinpointed. The systems design also describedd#ita to be input,
calculated or stored. Individual data items anidwation procedures
are written in detail. Designers select file stmues and storage devices,
such as magnetic disk, magnetic tape or even ddpsr Procedures
they write tell how to process that data and predine output. The
documents containing the design specificationsraprthe design in
many different ways — charts, tables, and spegiab®sls. The detailed
design information is passed on to the programnsieff for the
purpose of software development. Designers ar@oresble for
providing programmers with complete and clearlylinat software
specifications.

3.2.4 Development of Software

Software developers may install purchased softwarethey may
develop new, custom-designed programs. The cladepends on the
cost of each option, the time available to devedoftiware and the
availability of programmers. Generally it has beebserved that
programmers are part of permanent professionalf stafa big

organization. In smaller organization, without gn@mmers, outside

13
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programming services may be hired or retained cordractual basis.
Programmers are also responsible for documentirgy ghogram,
providing and explanation of how and why certaingedures are coded
in specific ways. Documentation is essential &t the program and
carry on maintenance once the application has instadled.

3.2.5 Systems Testing

During systems testing, the system is used expatatig to ensure that
the software does not fail. In other words, we sag that it will run
according to its specifications and in the way sispect. Special test
data are input for processing, and the results gan A limited
number of users may be allowed to use the systethagcanalyst can
see whether they try to use it in unforeseen walgsis desirable to
discover any surprises before the organization emgints the system
and depends on it.

3.2.6 Implementation, Evaluation and Maintenance

Implementation is the process of having systems personnel chatk o
and put new equipment into use, train users, ingtalnew application
and construct any files of data needed to useTinis phrase is less
creative than system design. Depending on theddizlee organization
that will be involved in using the application atié risk involved in its
use, systems developers may choose to test thatmpern only one
area of the firm with only one or two persons. &times, they will run
both old and new system in parallel way to complaeeresults. In still
other situations, system developers stop usingoltiesystem one day
and start using the new one the next day.

Evaluation of the system is performed to identify its stresgénd
weaknesses. The actual evaluation can occur aoyn@f the following
dimensions:

0] Operational Evaluation: Assessment of the mammevhich the
system functions, including case of use, respoime, toverall
reliability and level of utilization.

(i)  Organizational Impact: Identification and meesment of
benefits to the organization in such areas as €ia&rconcerns,
operational efficiency and competitive impact.

(i)  User Manager Assessment: Evaluation of adi&s of senior and
user manager within the organization, as well asesers.

14
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(iv) Development Performance: Evaluation of thevedlepment
process in accordance with such vyardsticks as Ivera
development time and effort, conformance to budgatsl
standards and other project management criteria.

Maintenance is necessary to eliminate errors in the workingtem
during its working life and to tune the system toy avariations in its
working environment. Often small system deficieiscare found as a
system is brought into operations and changes ade o remove them.
System planners must always plan for resource avhil to carry out
these maintenance functions. The importance ohtemaance is to
continue to bring the new system to standards.

SELF-ASSESSMENT EXERCISE 2

I What are activities which complete the systemettgpment life
cycle?

. In preliminary investigation three types of &gailities are usually
studied. Name them.

iii.  What are the areas of operational evaluation?

iv.  Why is maintenance of a system necessary?

3.3 Software Crisis

The translation of a familiarity with computer hasare and software
into the development of useful commercial or bussnéenformation
systems is not a straight-forward or intuitive tadkor the last several
decades, tens of thousands of people, usually vesfligent and
talented have been involved in the building of catep systems. It is
now well-known that the rate at which the hardwlaas been more and
more accessible and at lower and lower prices,chested a matching
demand for development of software in a similarlesca But the
traditional intuitive and ad-hoc approach fails enably when the
guantities of data involved in information systeexseeds say, 10 MB.
This is a typical figure at which systems startssing the barriers of
relatively simple and begin to enter the domain gnificant
complexity.

This has lead to the coining of the phrase “soféwarisis”, and the
search for methods and techniques to be able te woih the ever

expanding demands for software. The present cowbkeh is an

attempt to teach the ingredients of a structurestesys development
methodology, and elsewhere in the programme tisesg@ference to the
techniques of software engineering as well.

15
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It is useful and desirable to have some feel fer kinds of problems
which the programmer and the user face and collggtperceive as the
software crisis.

Software crisis can be broadly classified in tHefeing major areas:

3.3.1 From Programmer’s Point of View

The following types of problems may contribute imximum cases to
software crisis:

° Problem of compatibility

° Problem of portability

° Problem of documentation

° Problem in coordination of work of different peepihere a team
Is initialling to develop software.

° Problems that arise during actual run time in énganization.
Some time the errors are not detected during saraple

° Problem of piracy of software

° Customers normally expand their specificationrafirogram
design and implementation has taken place.

° Problem of maintenance in proper manner.

3.3.2 From User’s Point of View

There are many sources of problems that arise btheouser’'s end.
Some of these are as follows:

° How to choose software from total market avaiigbil

° How to ensure which software is compatible wite hardware
specifications

° The customerised software generally does not rheettotal
requirements

° Problem of virus

° Problem of software bugs, which comes to knowledge
customer after considerable data entry.

° Certain software run only on specific operatingstsg
environment

° The problem of compatibility for user may be besmuof
different size and density of floppy diskettes.

° Problem in learning all the facilities provided Hye software
companies gives only selective information in manua

° Certain software run and creates files which egpteir used

memory spaces and create problem of disk management

16
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° Software crisis develops when system memory remqment of
software is more than the existing requirements /@and
availability.

° Problem of different versions of software (user wasll as
operating system).

° Security problem for protected data in software.

3.4 Role of a Systems Analyst

3.4.1 Who is a Systems Analyst?

A systems analyst is a person who conducts a stdegtifies activities
and objectives and determines a procedure to azhise objectives.
Designing and implementing systems to suit orgdio@al needs are
the functions of the systems analyst. He playsagonrole in seeing
business benefits from computer technology. Thalyahis a person
with unique skills. He uses these skills to cooatle the efforts of
different type of persons in an organization toi@ed business goals.

3.4.2 What does a Systems Analyst do?
A system analyst carries out the following job:

(@) The first and perhaps most difficult task obteyns analyst is
problem definition. Business problems are quitHiadilt to
define. It is also true that problems cannot beesbuntil they
are precisely and clearly defined.

(b) Initially a systems analyst does not know hovsolve a specific
problem. He must consult with managers, usersadher data
processing professionals in defining problems arglelbping
solutions. He uses various methods for data gatihé¢o get the
correct solution of a problem.

(c) Having gathered the data relating to a probléme, systems
analyst analyses them and thinks of plan to salvéle may not
come up personally with the best way of solvingrabfem but
pulls together other people’s ideas and refinesnthentil a
workable solution is achieved.

(d)  Systems analysts coordinate the process oflaf@ng solutions.
Since many problems have number of solutions, tetems
analyst must evaluate the merit of such proposediso before
recommending one to the management.

17
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(e) Systems analysts are often referred to as efannA key part of
the systems analyst’s job is to develop a plan tetnthe
management objectives.

0] When the plan has been accepted, systems amalgessponsible
for designing it so that management’s goal couldabkieved.
Systems design is a time consuming, complex andgaréask.

() Systems must be thoroughly tested. The systeniysaraiten
coordinates the testing procedures and helps iidgcwhether
or not the new system is meeting standards edtablisn the
planning phase.

3.4.3 Attributes of an Effective Systems Analyst
Systems analyst must have the following attributes:
(@) Knowledge of people

Since a systems analyst works with others so ctp$e or she must
understand their needs and what motivates themet@lop systems

properly.
(b) Knowledge of Business functions

A systems analyst must know the environment in twHe or she
works. He must be aware of the peculiarities ohaggement and the
users at his installation and realize how theytremsystems analyst. A
working knowledge of accounting and marketing pphes is a must
since so many systems are built around these te@asar He must be
familiar with his company’s product and servicesl ananagement’s
policies in areas concerning him.

(c) Knowledge of Data processing principles

Most systems today are computer-based. The sysiealgst must be
fully aware of the potential and limitations of cputers.

(d)  Ability to communicate
As a coordinator, a systems analyst must communipedperly with
people of different levels within an organizatio8ystems analyst must

listen carefully to what others say and integrie thoughts of others
into the systems development process.

18
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(e)  Flexibility

Systems analysts must be flexible in their thinkamgce they often do
not get their own way. Different factions in anganization have
conflicting needs and most systems are the resuompromise. The
analysts’ goal is to produce the system that wdl the best for his
organization. This requires an open mind and ity in his ideas.

() An analytical mind

It takes an unusual person to see through problémesng an
organization and develop solutions that will worlSystems analysts
often find themselves with more data than they cape with. It
requires an analytical mind to select pertinenadaid concentrate on
them in defining problems and forming solutions.

() Well educated with sharp mind: Systems analysts are called
upon to work with people at all levels virtually very aspect of
business. They must know how to work with all leérh and gain their
confidence. Analysts must have sharp mind to lgarokly how people
do their jobs and develop ways for them to do itdre

4.0 CONCLUSION

In this unit, you were taken through the generalcept of ‘systems’ the
types of systems, system development life cycle L(SDactivities,
software crisis and the role of a system analyshé software/system
development.

As you learnt in this unit computer-based inforrmatisystems are
classified into four major types: Transaction Rs®ing Systems,
(TPS), Management Information Systems (MIS), DecisiSupport
system (DSS), and Office Automation System (OAS).

Also, you were taken through the various systemgldpment life
cycle (SDLC) activities and the stakeholders inexysdevelopment.

5.0 SUMMARY

Before going to study Systems Analysis and SystBewsgn, an initial
overall idea should be formed by the learner alvaudt is a system,
what are the characteristics of a system, whatstems approach, what
is systems analysis and what is systems design;, arkathe different
types of a system, etc. This unit provides an \aeer of systems, the
components and activities in the life cycle of @&teyn development,
what are the various sources which contribute avsoé crisis, and in
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details a characteristics study of a system aralyattributes, its
different jobs. After studying this unit, you migleel eager into go in
details of systems analysis and design.

6.0 TUTOR MARKED ASSIGNMENT

1. What do you understand by software crisis?

2. Suppose a system memory requirement is morettieaavailable
memory size. Will you call it a software problethaugh the
crisis is with the hardware? Why?

3. Which is in your opinion the most difficult jobf a systems
analyst?
4. List three important attributes of a system ystal
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1.0 INTRODUCTION

Systems analysts do not start working on any ptejgey desire. They
receive a lot of requests from the management tantisg different

projects. When projects are formally requested, diistems analysts,
under the management’s direction, conduct a preényi investigation

to analyse the reasons for the request and coleius facts to respond
to the request in a systematic way. Some projasfeasible, while

others may not be feasible for various reasons.
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2.0

SYSTEMS ANALYSIS ANDESIGN

OBJECTIVES

After going through this unit, you should be alde t

3.0

3.1

describe different reasons for developing newesystprojects
state the different sources of project requests

discuss how to select a project out of a numb@raject requests
explain something about the preliminary investwato see the
feasibility of a project

discuss problem classification and definitions.

MAIN CONTENT

Why System Projects?

Systems projects are initiated for different reasomhe most important
reasons are:

(a)

Capability

Business activities are influenced by an orgarozredi ability to process
transactions quickly and efficiently. Informatiepstems add capability
in three ways:

(i)

(ii)

(iii)

(b)
(i)

(ii)

22

Improved processing speed: The inherent spsgld which
computers process data is one reason why orgamsaseek the
development of systems project.

Increased volume: Provide capacity to proceggeater amount
of activity, perhaps to take advantage of new lmssn
opportunities.

Faster retrieval of information: Locating @nretrieving
information from storage. The ability in condugtimromplex
searches.

Control

Greater accuracy and consistency: Carryingut ocomputing
steps, including arithmetic, correctly and congiste

Better security: Safeguarding sensitive anmgportant data in a
form that is accessible only to authorised persbnne
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(c) Communication

0] Enhanced communication:  Speeding the flowirdbrmation
and messages between remote locations as welltlis wffices.
This includes the transmission of documents witffices.

(i)  Integration of business areas: Coordinatingsibess activities
taking place in separate areas of an organizatoayugh capture
and distribution of information.

(d) Cost

0] Monitor costs: Tracking the costs of labogoods and overhead
is essential to determine whether a firm is perfogmn line with
expectations — within budget.

(i)  Reduce costs: Using computing capabilityptocess data at a
lower cost than possible with other methods, whikgintaining
accuracy and performance levels.

(e) Competitiveness

0] Lock in customers: Changing the relationsigh and services
provided to customers in such a way that they mall think of
changing suppliers

(i)  Lock out competitors: Reducing the chanceseotering the
competitors in the same market because of goodmaton
systems being used in the organization.

(i)  Improve arrangements with suppliers: Chamgitihe pricing,
service or delivery arrangements, or relationshiptwieen
suppliers and the organization to benefit the firm.

(iv) New product development: Introducing new prog with
characteristics that use or are influenced by méiion
technology.

3.2 Sources of Project Requests

There are mainly four primary sources of projecyjuests. The
requesters inside the organization are: Departrivaragers, Senior
Executives and Systems Analysts. In addition, gowent agencies
outside the organization may also ask for infororagystems projects.

23



CIT 212 SYSTEMS ANALYSIS ANDESIGN

3.2.1 Requests from Department Managers

Frequently, department managers who deal with daday business
activities are looking for assistance within thé@partments. They are
often not satisfied with the amount of time thae tktaff takes to

complete the job. Sometimes, they feel that tladf shembers are
involved in duplication of work also. In this cagee manager will

discuss this problem with other administrators reue their clerical as

well as processing work and persuade higher auyhtwiapprove the

development of a computer-based system for officeimistration.

3.2.2 Requests from Senior Executives

Senior executives like presidents, vice-presidargsally have more
information about the organization as compared tpadment
managers. Since these executives manage the engamization, so
naturally they have broader responsibilities. ©hsly, systems project
requests submitted by them carry more weight aeadyanerally broader
in scope also.

3.2.3 Requests from Systems Analysts

Sometimes systems analysts find areas where ibssilgle to develop
projects. In such cases, they may prefer eithémgrsystems proposal
themselves or encouraging a manager to allow tlteng/iof a proposal
on their behalf. For instance, in an organizateananalyst sees that the
library information systems takes more time in @s®ing and is
inefficient, may prepare a project proposal foreavribrary information
system. By the direction of the analyst who i¢yfaware about the new
technology that improves the existing library imf@tion system, the
Librarians may initiate the development of inforroatsystem to the
higher authority for approval.

3.2.4 Requests from Outside Groups

Developments outside the organization also legudgect requests. For
example, government contractors are required to special cost
accounting system with government stipulated feastur Generally, it
has been observed that new demands from exteroapgring about
project requests, either for new systems or chamgesurrent ones.
Project requests originated from this source ae qliite important.

SELF-ASSESSMENT EXERCISE
I Name some important reasons for system projects.

. What are the three ways by which Informationsteyns and
capability are related with each other?
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iii. Name some primary sources of project requests.

\Y2 Discuss some causes due to which a Departmangalyer request
for development of a computer-based system fooftise.

V. How ‘communication’ is also to be considere®a reason for
the initiation of system projects?

3.3 Managing Project Review and Selection

It is true that a number of requests for systemsgeldpment are
generated in the organization. Someone in the argton must decide
which requests to pursue and which to reject. driteria to accept or
reject a request can be decided in a number of w@ye of the suitable
methods commonly in use is by committee. Mainlseghcommittees
formats are commonly used:

0] Steering Committee

(i)  Information Systems Committee
(i)  User-Group Committee

3.3.1 Steering Committee

This is one of the most common methods of reviewang selecting
projects for development. Such a committee, ctingisof key
managers from various departments of the orgapizaéis well as
members of information systems group, is respoadibt supervising
the review project proposals. This committee neeeirequests for
proposal and evaluates them. The main resporngibilithe committee
Is to take decision, which often requires more rimfation than the
proposal provides. It is, therefore, desired tovehagreliminary
investigation to gather more details. The steecmmmittee approach is
generally favoured because systems projects argdsyed as business
investments. Decisions are made on the basiseofdht of the project,
its benefit to the organization and the feasibibfyaccomplishing the
development within the limits of information systetechnology.

3.3.2 Information Systems Committee

In some organizations, the responsibility for rexrey project requests
is entrusted to a committee of managers and asalyshe information
systems department. Under this method, all a stguUer service and
development are submitted directly to a review cdammithin the

information systems department. This committee rams or

disapproves projects and sets priorities, indigativhich projects are
most important and should receive immediate attenti This method
can be used when major equipment decisions aréreelqor when long-

25



CIT 212 SYSTEMS ANALYSIS ANDESIGN

term development commitments are needed to undedghroject, the
decision authority is shared with senior executivé® decide finally
whether a project should proceed or not.

3.3.3 User-Group Committee

In some organizations, the responsibility for pcojedecisions is
entrusted to the users themselves. Individual rdieywat hire own
analyst and designers who handle project selecand carry out
development. Although the practice of having usemmittees both
choose and development systems does take some biéitlen from the
systems development group, it can have disadvamtémgethe users.
Some user groups may find themselves with defectvepoorly
designed systems that require additional time dfmteo undo any
damage caused by the misinformation that such mgst®uld generate.
Although user groups may find the decisions ofratgecommittees and
information systems committees disappointing aetinthe success rate
for users who undertake development job is not eagouraging.

3.3.4 The Project Request

The project proposals submitted by the users oatlayst to the project
selection committee is a critical element in laungtthe systems study.
There is a general agreement that a project redorstshould contain
the following:

What is the problem?

What are the details of the problem?

How significant is the problem?

What does user feel is the solution?

How will the information systems help?

Who else knows about this and could be contacted?

The project selection committee is responsibleetoew the proposals
carefully and finally selects those projects whegk most beneficial to
the organization. Therefore, a preliminary invgation is often
requested to gather details which are asked iprbject request forms.

3.4 Preliminary Investigation

The first step in the system development life cyisléhe preliminary
investigation to determine the feasibility of thestem. The purpose of
the preliminary investigation is to evaluate projemuests. It is not a
design study nor does it include the collectiordefails to describe the
business system in all respect. Rather, it i<tilecting of information
that helps committee members to evaluate the mafritise project and
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make an informed judgement about the feasibilitytlod proposed
project.

Analysts working on the preliminary investigatiohoslld accomplish
the following objectives:

clarify and understand the project request.

determine the size of the project.

assess costs and benefits of alternative appreache
determine the technical and operational feasybdit alternative
approaches.

° report the findings to management, with recommgadsa
outlining the acceptance or rejection of the prapos

3.4.1 Conducting Investigation

The data that the analysts collect during the miekry investigation
are gathered through three primary methods: rewigwirganization
documents, on-site observations and conductingvietss.

Reviewing Organization Documents

The analysts conducting the investigation first rdeaabout the
organization involved in, or affected by the projed=or example, to
review an inventory systems proposal means knowirsgy how the
department works and who are the persons direcbpaated with
inventory system. Analysts can get some details elxgmining
organization charts and studying written operaggcedures. The
procedures clearly define various important stepslved in receiving,
managing and dispensing stock.

On-site observations

Another important technique to collect data is @e-sbservation. In

this method, the analysts observe the activitiethefsystem directly.

One purpose of on-site observation is to get asecs possible to the
real system being studied. During on-site obs@mathe analysts can
see the office environment, work load of the syst@mad the users,
methods of work and the facilities provided by tirganization to the

users.

Conducting Interviews
Written documents and the on-site observation tecien tell the
analysts how the system should operate, but thgynoiginclude details

to allow a decision to be made about the merita ef/stems proposal,
nor do they present user views about current opasat Analysts use
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interviews to learn these details. Interviewswalbnalysts to learn more
about the nature of the project request and thgoreéor submitting it.

Interview should provide details that further expléhe project and

show whether assistance is merited economicallgrainally and

technically.

3.4.2 Testing Project Feasibility
Preliminary investigations examine project feagigilthe likelihood

that the system will be useful to the organizatibntee important tests
of feasibility are studied and described below:

° operational feasibility
° technical feasibility
° economic feasibility

Operational Feasibility

Proposed projects are beneficial only if they cam thirned into
information systems that will meet the operatinquieements of the
organization. This test of feasibility asks if thyestem will work when
it is developed and installed. Are there major rives to
implementation? Some of the important questioas dne useful to test
the operational feasibility of a project are giNeiow:

° Is there sufficient support for the project frohe tmanagement?
From users? If the resent system is well liked aseld to the
extent that persons will not be able to see reatmma change,
there may be resistance.

° Are current business methods acceptable to thsusk they are
not, users may welcome a change that will bringual@omore
operational and useful system.

° Have the users been involved in the planning awldpment of
the project? If they are involved at the earli@sige of project
development, the chances of resistance can bebposstuced.

° Will the proposed system cause harm? Will it jcel poorer
result in any case or area? Will the performaricgtadf member
fall down after implementation?

Issues that appear to be quite minor at the eaalyescan grow into

major problem after implementation. Thereforasialways advisable
to consider operational aspects carefully.
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Technical Feasibility

There are a number of technical issues which amergd#ly raised during
the feasibility stage of the investigation. Theg as follows:

° Does the necessary technology exist to do whaiggested (and
can it be acquired)?

° Does the proposed equipment have the technicakdggdo hold
the data required to use the new system?

° Can the system be upgraded if developed?

° Are there technical guarantees of accuracy, nétjgbease of
access and data security?

Economic Feasibility

A system that can be developed technically and thktbe used if

installed, must still be profitable for the orgaatipn. Financial benefits
must equal or exceed the costs. The analysts varsgus financial and
economic questions during the preliminary invesiayato estimate the
following:

° The cost to conduct a full systems investigation.

° The cost of hardware and software for the clasappiication
being considered.

° The benefits in the form of reduced costs or feveestly errors.
° The cost if nothing changes (i.e. the proposedesysis not
developed).

To be judged feasible, a proposal for the spegf@ect must pass all
these tests. Otherwise, it is not considered asasilfle project.

3.4.3 Handling Infeasible Projects

It is not necessary that all projects that are stibchfor evaluation and
review are acceptable. In general, requests tbhahat pass all the
feasibility tests are not pursued further, unlé&y tare modified and re-
submitted as new proposals. In some cases, &gpans that a part of a
newly developed system is unworkable and the sefecommittee may
decide to combine the workable part of the proyeth another feasible
proposal. In still other cases, preliminary ingations produce enough
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new information to suggest that improvements in ag@&ment and
supervision, not the development of informationtsyss, are the actual
solutions to reported problems.

3.5 Problem Classifications and Definitions

One of the most difficult tasks of system analysigdeveloping a clear,
in-depth understanding of the project being ingedad, without which
it becomes impossible to specify the requirememtafnew project with
any accuracy. Several questions should be posethim Some of
those may be:

) What is the problem?

1)) How complex is it?

i)  What are its likely causes?

Iv)  Why is it important that the problem be solved?

V) What are possible solutions to the problem?

vi)  What types of benefits can be expected once pilublem is
solved?

3.5.1 Defining a Problem

It takes considerable skill to determine the traeise of a systems
problem. A systems analysts might begin to defime problem by

determining if the problem can be classified actwydo one or more

common types of systems problems. With a knowlexfghe common

types of problems, the analyst can diagnose a @molbly examining its

characteristics. The following example illustratieis finding.

A manager comments, “We need a new budgeting systeuar current
one seems to vary in quality from one month to iegt. Besides,
reports are often late, have errors, and contasieanling information.
Why we must spend a fortune simply trying to kelep $ystem up and

going”.

Careful analysis of this statement suggest a nundfedifferent
problems, the problem of reliability (the systenri@a in quality from
on month to the next), the problem of accuracyr@éhae too many
errors), the problem of timeliness (reports arerofate), the problem of
validity (reports contain misleading informatiorgnd the problem of
economy (the system is costly to keep up and going)

Besides the problems of reliability, validity, acacy, economy and
timeliness, the problems of capacity and througlgraetalso common.
Capacity problems occur when a component of a syssenot large
enough. Two people attempting to do the work of ilustrates a
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capacity problem. Throughput problems deal with dfficiency of a
components of a system. Six people doing the wbitkvo represent a
problem of throughput. Let's consider each of ¢hesven problems in
more details.

(@) The Problem of Reliability

A system suffers from the problem of reliability @hprocedures work
some but not all of the time, or when use of thees@rocedure leads to
different results. Analysts must work continually improve the
reliability of systems. They strive to do this tayning software tests to
document that two runs of a computer program leadéntical results,
by selecting equipment with low failure rates, abg monitoring
processing schedules to ensure that results aren@n  With some
systems, reliability is essential. Imagine a pHysgstem that only
works some of the time, or for that matter thewai or airlines
reservation system.

(b)  The Problem of Validity

Systems that produce invalid results are often moablesome to users
and systems managers. These systems might be haialble. They

may work all of the time but they draw incorrechclusions. A report

might show that demand is increasing and that mahdit stock should

be ordered for inventory. If these conclusionsvareng and demand is
actually decreasing, then the stock is necessatyttenwhole operation
becomes less efficient.

Maintaining validity in computer software is a thdesome design
problem. The objective in design is to producéasviiess product, one
that will always reflect actual events. Validityoptems result when the
environment changes and these changes are noparated into the
software. As an example, suppose a measure oficmussatisfaction
must be placed in a computer program. If the measuincorrect, the
software will draw incorrect conclusions.

(c) The Problem of Accuracy

The problem of accuracy is similar to the probleohgeliability and
validity. A system is inaccurate when processigliror-prone. For
example, assume that several people are requirgolosdb company
expense transactions against departmental budgetdbers. If the
posting procedure is complex and the number ofsaetons large. A
fair number of errors may occur (for example, 1cpat of all
transactions). Because of inaccuracy, the entidgét system might be
viewed as unreliable and often invalid. Howevblese are systems of
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real problem — namely, the problem of accuracy.utRe, transaction-
based manual procedures are basically suitable cémversion to
computer-based methods of processing because itipguter is far more
accurate than human beings, provided that softigameitten properly.

(d) The Problem of Economy

Besides improving processing accuracy, organizatgeek to improve
processing economy. A system suffers from the Iprolof economy
when existing methods of transmitting, processiremd storing
information are very costly. An organization mighiscover that the
cost of handling the paperwork associated with gagichase order is
N25. This cost is determined to be a problem oheoyy. After the
installation of a new method of processing, thet ques purchase is
substantially reduced — from 2b per order te-N8 per order.

Projects with clear-cut savings are likely to basidered suitable for
conversion to computer-based methods of processigch like the

problem of accuracy, the problem of economy istnedly easy to

identify. The danger with the problem of econonsy the naive
assumption-by both users and system managershidatamputer will

eliminate the cause of the problem. Budget marsagédl say that this
assumption is not always true; they will reportttb@ame project cost far
more than they return. Thus, before moving aheadaoproject

assignment, the analyst must ask. “Is the projemtth doing?” A

partial answer to this question follows from detsing the return on
the investment expected from the project. If thaum is low, more
economical projects should be selected.

(e)  The Problem of Timeliness

The problem of timeliness relates more to the trassion of

information than to the processing or storing of A system suffers
from the problem of timeliness if information isaaable but cannot be
retrieved when and where it is needed. As peopt®ime more familiar
with information systems and how they functiongytigenerally realize
how much easier it is to process and store infdonathan it is to

retrieve it.

Organization have committed extensive resourcésitalle the problem
of timeliness in recent years. Fingertip accesmfiarmation has been
the desired objective. The findings to date shbowat tonly modest
success has been achieved in improving this prollea. Only when
retrieval problems are small and well-defined haes dverall success
rate improved.
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()  The Problem of Capacity

The problem of capacity occurs when system comporsenot large
enough. Capacity problems are specially commaorganizations that
experience peak periods of business. During pealkgs, inadequate
processing capacity, transmission capacity, stocagecity, and the like
may all exist. Capacity problems are also evidentapidly growing
organizations. With growth, smaller-capacity equgnt soon becomes
too small; smaller staff groups soon become oveétaabr In either case,
some expansion is needed to handle the increasingre of business.

Many system problems are directed at solving cépagroblems.
Because it is often difficult to justify the purc®aof new equipment or
the hiring of new staff, people tend to put off Isudecisions until the
very last moment. Consequently, when the systgmsp is contacted,
the problem of capacity is easy to spot; the diffic however, lies in
knowing how to handle the problem. For exampleaaalyst might be
forced to suggest a short-term solution to the lerob This is done to
gain time toward the formulation of a longer-termlusion. For
instance, an analyst might recommend: “Let's Hinge part-time
employees to help us get through the peak peridtilien a short-term
approach fails, the analyst may be tempted to impte a quick-fix
computer-based solution. Unfortunately, this solutarries with it the
associated danger of creating an even more seystens problem in
the near future.

(9) The Problem of Throughput

The problem of throughput may be viewed as thersevef the problem
of capacity. Throughput deals with the efficienafya system. If
system capacity is high and production low, a pFoblof throughput
occurs. Consider the following example.

Five programmers are assigned to a fairly straogivrd programming
assignment consisting of 10,000 lines of computetec After thirty

days of coding, the programming team is evaluated discovered that
they have completed 600 usable lines of code. Ndweach

programmer worked eight hours a day, a total of012@urs would have
been expended on the project. Calculated diffgrenhe average
production rate for each programmer would be 5slioecode per hour
(6000 lines divided by 1200 hours). These findimgght lead the
analyst to conclude that there is a problem ofughput.

Similar to the problem of capacity, the problemtlmfoughput may be

much easier to spot than to treat. When repeajegpment breakdowns
lead to low rates of production (and when the eapaipt has been
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purchased and cannot be returned), an organizaton badger the
vendor into fixing the equipment but can achievwtdelimore short of
legal action. Likewise, when groups of people bikhiow rates of
production, such as the five-person programmingnietihe problem
becomes even more complicated. Badgering andtthreay not work
at all. Rather, a manager must be able to deterrtia root of the
problem for any improvement in throughput.

3.5.2 Evaluating the Problem

Suppose that a problem has been identified. The step is problem
evaluation, which consists of asking the follownpgestions: Why is it
important to solve the problem? What are possddkitions to the
problem? What types of benefits can be expecteg time problem is
solved? There will be times when an analyst vatammend that no
project be started to resolve a problem, as thet rexample
demonstrates.

Suppose that an analyst discovers that the redlgrolies with the

supervisor of an area. Because of mistakes madeibyman, the

throughput rate is 20 percent less than had bepacetad. However,
suppose next that the supervisor is new to theigplmart enough to
realize where mistakes were made, and knows howonepeat them in
the future. Given this situation, the analyst wdoptepare a solutions
table to list possible problem solutions and thpeeted benefits from
each. Sometimes, the best solution is not at atleew. The analyst
might recommend that further study is required @étednine which of

the possible solutions is best.

In this section, we have spent considerably mone g#xamining how an
analyst identifies a problem compared with how fw@blem is
evaluated. This uneven split also occurs in pcactiAs a general rule,
analysts spend 75 percent of the project-definifpbrase of analysis
defining the problem and 25 percent evaluating documenting their
findings. Note also that we have limited our d&sian to seven major
types of system problems. Because of this lingtgtiyou might ask,
“What about the problems of communication” of grocgnflict? Of
management? Of system security? Are these probéamsell? Are
these types of problems also evaluated by the si?dlyAlthough our
discussion has been restricted to more technicatesy problems,
individual or group problems also occur in a sysemironment and
require identification and evaluation.

Still another limitation is the coverage given t@te&mining the

feasibility of taking some action to solve a prable The concept of
feasibility entails the joint questions of “Can setimng be done? and, if
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so, “Should it be done given a particular set a€uwinstance?” For
example, is it possible to climb a mountain when kave at our
disposal only a forty-foot rope? If it is, a sedoguestion is well
advised, namely, “Should we attempt such a climemithe size of our
rope?” We will examine the question of projectsibdity in more

detail in the next unit of this block.

A final limitation is the coverage given to tooldwweh the analyst can
use to identify and evaluate system problems. &lesls are needed
when the problems are not self-evident.

Organizations face various types of problems dutimgr course of
operations and come across opportunities or smustivhich could be
converted into profitable solutions. When evenr¢his an opportunity
and/or problem in the existing system of operationg/hen a system is
being developed for the first time, the organizatbmnsiders designing
a new system for information processing.

3.5.3 Sources of Problem/Opportunity

Organizations usually face problems or have oppdstudue to the
following:

a new product or plant or branch

a new market or new process

failure of an existing system

inefficiency of an existing system
structural error in the existing system, etc.

Thus a thorough analysis of the situation to beaiireq. Not only the
above listed reasons but there exist some orgamiziadsed reasons too.

3.5.4 Problem ldentification and Definition
For identify problems/opportunities, we scan thiéofeing:

the performance of the system

the information being supplied and its form

the economy of processing

the control of the information processing

the efficiency of the existing system

the security of data and software

the security of the equipment and personnel, etc.
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4.0 CONCLUSION

This unit has adequately expose you to the diffeneasons for

developing new systems projects, different soupregect requests and
most importantly how to select a project out of lamber of project

requests. As you have learnt in this unit, it i$ @lbrequests that lead to
a project. A system analyst should be able to deter which request
should translate into project based on the outcofrtbe various kinds

of feasibility studies he will have to carry out.

5.0 SUMMARY

In this unit, we have discussed first of all thei@as possible reasons
for system projects. You know here what is theessity of system
projects, why system projects are initiated elentcomes in section 3.2
the various sources who initiate system projectd @ne reasons for
system projects from different angles (in the prasisection a general
discussion was made; here you study the reasonsyitem projects
which vary form its source to source). Now supp@seject proposals
are submitted. How to make a good review of al pinojects and how
to select or reject proposal? These are discuasszettion 3.3. For this
purpose some committees (mainly three) are th€heir roles/activities
are also discussed. The very first step in thee®yDevelopment Life
Cycle is the preliminary investigation to analybe feasibility of the
system. There are different stages to determia@ver feasibility, and
you study this in section 3.4. In the section 8d&ious types of
problems are pointed out and defined.

6.0 TUTOR-MARKED ASSIGNMENT

1. Name the three committee by which review of gutg can be
done.

2. A project request form should contain informatto some basic
guestionnaire. List some of those.

3. (@) What are the objectives the analysts shaglcbmplish

during preliminary investigation?
(b) How the data are gathered?
4, Which are the causes for which organizationsalliguface
problem (or have opportunity?)
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1.0 INTRODUCTION

Once a preliminary area of application has beentified, it may then
be subjected to a more rigorous examination inasilbdity study. In
the previous unit, we discussed the steps that makehe initial
investigation. By the initial investigation, a udeas recognized the
need, user requirements are determined and theleptohas been
defined. Apart from this, an initial investigatiemlaunched to study the
present system and verify the problem in a systemedy. The next
step is to determine exactly what the proposedesyss to do by
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defining its expected performance. This kind ofkwwill be carried out
in the feasibility study. A feasibility study isucied out to select the
best system that meets performance requirements.

2.0 OBJECTIVES
After going through this unit, you should be alde t

° explains what is known as feasibility, and whadsibility study
is

list and illustrate different types of feasibility

discuss the purposes of feasibility study

describe different steps in feasibility analysis

explain in details cost/benefit analysis

3.0 MAIN CONTENT

3.1 Preliminary Study

Feasibility is the determination of whether or rofproject is worth
doing. The process followed in making this deteation is called a
feasibility study. This study determines if a j@ajcan and should be
taken. Once it has been determined that a prigdetsible, the analyst
can go ahead and prepare the project specificatibich finalizes
project requirements. Generally, feasibility sasdiare undertaken
within tight time constraints and normally culmiean a written and
oral feasibility report. The contents and recomdaions of such a
study will be used as a sound basis for decidingtiadr to proceed,
postpone or cancel the project. Thus, since thsilidity study may
lead to the commitment of large resources, it bexomecessary that it
should be conducted competently and that no fundaaherrors of
judgement are made.

3.2 Different Types of Feasibility

In subsection 3.3.1 of unit 1, you have noted #matmportant outcome
of the preliminary investigation is the determioatiof whether the
system requested is feasible or not. That reqtheseed for a rigorous
feasibility study.

In the conduct of the feasibility study, the analysill usually
considered seven distinct, but inter-related typkes$easibility. They
are:

(1) Technical feasibility
(2)  Operational feasibility
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(3) Economic feasibility
(4)  Social feasibility

(5) Management feasibility
(6) Legal feasibility

(7)  Time feasibility

3.2.1 Technical Feasibility

This is concerned with specifying equipment andivgafe that will
successfully satisfy the user requirement. Thérteal needs of the
system may vary considerably, but might include:

° The facility to produce outputs in a given time.

° Response time under certain conditions.

° Ability to process a certain volume of transactaima particular
speed.

° Facility to communicate data to distant location.

In examining technical feasibility, configuratiom the system is given
more importance than the actual make of hardwditee configuration
should give the complete picture about the systesgsirements: How
many workstations are required, how these unitsirdaegconnected so
that they could operate and communicate smootiWhat speeds of
input and output should be achieved at particulaality of printing.
This can be used as a basis for the tender docuagaihst which
dealers and manufacturers can later make theipewant bids. Specific
hardware and software products can then be evdlkateping in view
the logical needs.

At the feasibility stage, it is desirable that tveo three different
configurations will be pursued that satisfy the kegchnical

requirements but which represent different levélarabition and cost.
Investigation of these technical alternatives caralded by approaching
a range of suppliers for preliminary discussiorfSut of all types of

feasibility, technical feasibility generally is thenost difficult to

determine.

3.2.2 Operational Feasibility

It is mainly related to human organizational anditigpal aspects. The
points to be considered are:

° what changes will be brought with the system?

° what organizational structures are disturbed?

° What new skills will be required? Do the existstgff members
have these skills? If not, can they be trainediue course of
time?
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Generally project will not be rejected simply besawf operational
infeasibility but such considerations are likely dotically affect the
nature and scope of the eventual recommendatiofisis feasibility
study is carried out by a small group of people vane familiar with
information system techniques, who understand #ms pf the business
that are relevant to the project and are skilledgystem analysis and
design process.

3.2.3 Economic Feasibility

Economic analysis is the most frequently used tegeias for evaluating

the effectiveness of a proposed system. More camhmknown as

cost/benefit analysis; the procedure is to detegntlme benefits and
savings that are expected from a proposed systehcampare them
with costs.  If benefits outweigh costs, a decisiaken to design and
implement the system. Otherwise, further justtfaa or alternative in

the proposed system will have to be made if ibidxéve a chance of
being approved. This is an ongoing effort thatnowes in accuracy at
each phase of the system life cycle.

3.2.4 Social Feasibility

Social feasibility is a determination of whethep@posed project will
be acceptable to the people or not. This detetromatypically

examines the probability of the project being ategpby the group
directly affected by the proposed system change.

3.2.5 Management Feasibility

It is a determination of whether a proposed proyatitbe acceptable to
management. If management does not accept a projegives a
negligible support to it, the analyst will tend ¥@w the project as a
non-feasible one.

3.2.6 Legal Feasibility
Legal feasibility is a determination of whether esogmsed project
infringes on known Acts, Statutes, as well as aegding legislation.

Although in some instances the project might ap@eand, on closer
investigation it may be found to infringe on sevéegal areas.
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3.2.7 Time Feasibility

Time feasibility is a determination of whether agposed project can be
implemented fully within a stipulated time fram#.a project takes too
much time it is likely to be rejected.

3.3 Investigative Study
3.3.1 Steps in Feasibility Analysis
Eight steps are involved in the feasibility anadysirhey are:

0] Form a project team and appoint a project leade

(i)  Prepare system flowcharts.

(i)  Enumerate potential proposed systems.

(iv) Define and identify characteristics of propdsg/stem.

(v) Determine and evaluate performance and cosice¥eness of
each proposed system.

(vi)  Weigh system performance and cost data.

(vii) Select the best proposed system.

(viii) Prepare and report final project directiverhanagement.

3.3.2 Analysis Systems Data

After gathering sufficient data to understand hdw existing system
operates, a proper study on data should be madevauating the
current operations.

Systems analysis is fact finding followed by analys the facts. Data
analysis is also considered a pre-requisite candifor cost/benefit
analysis. System investigation and data gathdead to an assessment
of current findings. Our interest is in determonimow efficiently
certain steps are performed to achieve intendeds goad the cost of
making improvements.

The details of the system learned by the analyshguhe investigation
tell what is happening, how it is done, when itcaried out. These
details help the analyst to evaluate the currestesy. System analyst
tries to find out the efficiency of certain stepgldow they contribute to
achieve the intended result. After examining thetd collected about
the system, the analyst develops a profile of eggiication area. The
systems profile consists of details describing tlgperating
characteristics of the system, such as frequenacofirrence, volume
of work or error rate. The analysis of detailsledied during the
investigation phase indicates that there are sewgayps in control and a
bottleneck exists for processing claims.
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3.3.3 ldentifying Design Requirements

From the analysis, design requirements are formdlat The
requirements for the new system are those feattihas must be
incorporated to produce the improvements. Thesgimr@ments are
determined by comparing current performance with dbjectives for
acceptable systems performance. The new systemldsinave the
following features:

(@) Greater speed of processing

(b)  Effective procedure to eliminate errors

(© Better accuracy

(d)  Faster retrieval of information

(e) Integration of data

) Larger capacity of storing data with reducegtco

To achieve these features, several alternativest ngs studied
evaluated. One alternative may not satisfy allfédeures. The analyst
then selects those that are feasible economicadghnically and

operationally. The approach may emphasize the dottion of

computerized system, replacement of staff, changesoperating

procedures, or a combination of several options.

The analyst often suggests inputs, process, ragorénd control
procedures to help the management in decision-rgakichniques. The
procedures may be manual or automated but thedebaviuiseful in
meeting systems requirements. Management willddewhether to
accept and use them.

The role of a computer in a design revolves rousdcapabilities for
calculation, storage and retrieval of data, sumzmagi sorting,
classification and communication of data. The ystamust decide
about the speed and storage capacity of a competprired for
achieving the design objectives. The analyst dbissby matching the
computer capabilities with an understanding of tlgstems
requirements.

A new system might, for example, call for the ausdion of invoice
handling so that the invoice could be classified processed as soon as
it is received. All these steps can take placeebtering the invoice
number, purchase order number and vendor iderttdicahrough a
terminal. The computer in turn can be substitdidedruman processing.
These processes could be faster and accountinghdeslacan be
incorporated into the procedure. The results of'-ddavork can be
summarized and communicated to supervisors, whétiegrare sitting
in the same building or miles away.
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As you know that each approach has its benefits @madvbacks,
depending on the particular business situationerdfiore, the analysts
selects those alternatives most workable and stutiiem further and
make decision which alternative should be seleCest/ and benefit
analysis of each alternative further guides theti@ec process.
Therefore, the analyst needs to be familiar with tost and benefit
categories and the evaluation of various methotts®ea final selection
can be made. This is discussed in the next section

SELF-ASSESSMENT EXERCISE

I What do you mean by feasibility? What is fedsipbstudy?

. What are the seven types of feasibility?

iii.  What are the technical feasibility concerneith®

Iv. Name some points which are to e considerechendperational
feasibility.

3.4 Cost/Benefit Analysis

Since cost plays quite an important role in degdime new system, it
must be identified and estimated properly. Costsy by type and
consist of various distinct elements. Benefits @s® of different type
and can be grouped on the basis of advantagesdpvio the
management. The benefits of a project include fypes:

0] cost-savings benefits

(i)  Cost-avoidance benefits

(i)  Improved-service-level benefits
(iv)  Improved-information benefits.

Cost-savings benefits lead to reductions in adrmatise and
operational costs. A reduction in the size ofdlegical staff in future to
handle an administrative activity is an exampla abst-saving benefit.

Cost-avoidance benefits are those which eliminatieré administrative
and operational costs. No need to hire additistaff in future to
handle an administrative activity is an exampleaotost-avoidance
benefit.

Improved-service-level benefits are those wherepdormance of a
system is improved by a new computer-based methRdgistering a
student in fifteen minutes rather than an hourniserample of a cost-
avoidance benefit.

Improved-information benefits are where computesdoamethods lead
to better information for decision-making. For ewde, a system that

44



CIT 212 SYSTEMS ANALYSIS ANDESIGN

reports the most-improved fifty customers, as meskby an increase
in sales is an improved-information. This informatmakes it easier to
provide better service to major customers.

Categories of Costs and Benefits

The costs associated with the system are expensdays or losses
arising from developing and using a system. Bet llenefits are the
advantages received from installing and usinggissem.

Costs and benefits can be classified as follows:

(@) Tangible or intangible
(b)  Fixed or variable
(c) Direct or indirect

3.4.1 Tangible or Intangible Costs and Benefits

Tangibility refers to the ease with which costs l@nefits can be
measured. An outlay of cash for any specific itanactivity is referred

to as a tangible cost. These costs are known amdbe estimated quite
accurately.

Costs that are known to exist but their financi@ue cannot be exactly
measured are referred to as intangible costs. €Bliemate is only an
approximation. It is exact intangible costs. Fxample, employee
movable problems because of installing new systeman intangible
cost. How much moral of an employee has beerctaifiecannot be
exactly measured in terms of financial values.

Benefits are often more difficult to specify exscthan costs. For
example, suppliers can easily quote the cost ofhlasing a terminal
but it is difficult for them to tell specific beng&f or financial advantages
for using it in a system. Tangible benefits sushcampleting jobs in
fewer hours or producing error free reports arentjfiable. Intangible
benefits such as more satisfied customers or amoweg corporate
image because of using new system are not easdntified. Both
tangible and intangible costs and benefits shouéd thken into
consideration in the evaluation process. If thgjqmt is evaluated on a
purely intangible basis, benefits exceed costs Isylastantial margin,
then we will call such project as cost effectiv®n the other hand, if
intangible costs and benefits are included, thal tobsts (tangible +
intangible) exceed the benefits which makes thgept@an undesirable
investment. Hence, it is desirable that systengepts should be
evaluated on the basis of intangible benefits alone
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3.4.2 Direct or Indirect Costs and Benefits

Direct costs are those which are directly assogiaiigh a system. They
are applied directly to the operator. For examible,purchase of floppy
for N40O - is a direct cost because we can associatéopey box with
money spent.

Direct benefits also can be specifically attriblgato a given project.
For example, a new system that can process 30 eet w@ore
transactions per day is a direct benefit.

Indirect costs are not directly associated withpacsic activity in the
system. They are often referred to as overheadresgs. For example,
cost of space to install a system, maintenancewipater centre, heat,
light and air-conditioning are all tangible costsyt is difficult to
calculate the proportion of each attributable g&peacific activity such as
a report.

Indirect benefits are realized as a by-product roftlaer system. For
example, a system that tracks sales calls on cessomrovides and
indirect marketing benefit by giving additional amfmation about
competition. In this case, competition informatis&comes an indirect
benefit although its work in terms of money canoetxactly measured.

3.4.3 Fixed or Variable Costs and Benefits

Some costs and benefits remain constant, regardfdssw a system is

used. Fixed costs are considered as sunk costse €hcountered, they
will not recur. For example, the purchase of emqapt for a computer

centre is called as fixed cost as it remains constaether in equipment
Is being used extensively or not. Similarly, theurance, purchase of
software etc. In contrast, variable costs arerimeclion a regular basis.
They are generally proportional to work volume aodtinue as long as
the system is in operation. For example, the obstomputer forms

vary in proportion to the amount of processing loe tength of the

reports desired.

Fixed benefits also remain constant. By using & sgstem, if 20
percent of staff members are reduced, we cantclixed benefit. The
benefit of personnel saving may occur every monflariable benefits,
on the other hand, are realized on a regular baBm example, the
library information system that saves two minutes providing
information about a particular book whether it $sued or not, to the
borrower compared with the manual system. The amolutime saved
varies with the information given to the numbebofrowers.

46



CIT 212 SYSTEMS ANALYSIS ANDESIGN

3.4.4 How to Define Cost-Benefits Analysis?
We can define cost-benefits analysis as

) that method by which we find and estimate thiu@af the gross
benefits of a new system specification.

1)) that method by which we find and determine timereased
operating costs associated with the above mentissdenefits.

iii)  the subtraction of these operating costs fribve associated gross
benefits to arrive at net benefit.

iv)  that method by which we find and estimate thenetary value of
the development costs that produce the above nmeatibenefits.

V) those methods by which we show the time-phaséationship
between net benefits and development costs agétedy to cash
flow, payback on investment, and time-in-processnta (or not
taking) into operation factors such as inflation. etn short, the
calculation of actual net benefit as cash flowbawer time.

3.5 Fact Finding
What is fact finding?

Fact finding means learning as much as possiblaitatie present
system.

How to do fact finding?
To do fact finding, the analyst does the following:

interviews personnel

prepares questionnaires

observes the current system

gathers forms and documents currently in use
determines the flow of data through the systerd, an
clearly defines the system requirements.

3.5.1 Interviewing

By studying this organization chart, the analyst canfidently schedule
interviews with key personnel involved with the t®ym. Of course,
there should be preliminary interviews. Later hik @onduct a detailed
interview with all the people who actually opertiie system. Not only
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will these people use the newly developed systermtiey also may be
the ones most afraid of change, especially if they the computer
might replace them. Like an investigative repotitging to discover the
who, what, when, why and how of a story, the anady®uld conduct
the interview in such a way that people providedsbrdescriptions of
their jobs. The following questions can help acpbsh this goal.

Who is involved with what you do?
What do you do?

Where do you do it?

When do you do it?

Why do you do it the way you do?
How do you do it?

Do you have suggestions for change?

Interviews help gather vital facts about existimglpems, such as lack
of quality control or sufficient security, but thaiso allow the analyst to
involve people in change, easing them into it. eAtll, it is the users’
system, not the analyst’s

3.5.2 Questionnaires

Questionnaires economically gather data from batlgd and small
groups of people. Properly constructed, they db tage long to

complete and statistical results can be quicklylated. Development
of a questionnaire requires in depth planning, @suwhlly more than one
draft is necessary.

You may also have occasion to respond to questi@®aometimes in
newspapers or sometimes from marketing personnbh do door
surveys.

Questionnaire design is crucial. Questions shdagddshort, easy to
understand, unbiased, non-threatening, and speciiio make sure
guestions will stimulate needed information, thalgsts can test them
with one or two outsiders before widespread distrdn. Prepaid return
envelopes accompanying questionnaires sent todeutiselp assure
prompt response.

The analyst should send questionnaires to everyorwved with the
system. A questionnaire works particularly wellemithe analyst must
gather data from a larger number of people, whenattalyst must ask
everyone the same questions, or when facts mustobected from
people, such as suppliers, who do not work fomotiganization.
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Questions can follow four formats
)] Multiple choice

This gives respondents a specific set of poteatiaivers. The format is
ideal for computing tabulating.

1)) Open ended

Respondents must answer the question in their oslsy Space is
provided under each question for the response.

1)) Rating

This is similar to multiple choices except thatp@sdents must rate
their satisfaction.

iv)  Rank

Rank requires respondents to prioritise their rasps from high to low
or on a percentage basis.

Aware that most people do not spend a lot of tirasponding to
guestionnaire, most analysts decide to mix questomats, including

follow-up questions, within the original questioinea to permit

elaboration of certain responses. By so organiaimgiestionnaire, the
respondents have an opportunity to express therans freely, and yet
answer quickly through the use of multi-choice,ingt and ranking
guestions. When all the questionnaires are returtiezl data can be
tabulated.

If the results of a questionnaire survey are indetepor confusing, the
analyst may want to contact selected outsiderglephone or in person.
This requires tact, of course, and an understanttiag the analyst’s
own pressing need may not concern outsiders ifetss.

3.5.3 Observing the Current System

The analyst may want to observe the existing syspemsonally by
following transaction, such as in invoices, throughDirect observation
allows the analyst to verify his or her understagdof the system.
Instead of getting second-hand impressions abospeaific task, the
analyst can experience the actual process. Howéeeor she must
remain outside the flow as an observer, so asmuittoduce biases or
changes in actual procedures. Observing a sységmuires caution.
When people know they are being observed, they llysiiehave
differently, working more efficiently and at highgpeeds to impress the
analyst.
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In some instances, the analyst may find it usetulvisit another
organization with a computerized system similathi® one under study.
Finding a comparable installation may pose a prableowever. Some
competitive organizations may not want to sharer tle&periences,
others may be too large, or too small for accucataparisons, and still
others may be unwilling to waste employees’ timendestrating their
system. Whenever visiting another organization, aaalyst should
follow the rules of etiquette: make an appointmergsearch the
organization beforehand, know what he or she wansge, and write a
follow-up thank you letter.

Hardware and software vendors can also supply kuaformation.
Computer sales representatives will gladly shae# #xperiences with
potential clients, and software firms will send ddrares describing their
programs. Although very useful information fronckusources should
be reviewed carefully because vendors are moreesttd in promoting
their products than in solving your problems.

Buying a product from a new business, such as tpisve software

industry poses unusual problems. Customers cavabiate decades of
performance history by the company, and not engire benefits of an
objective “customer report” on new products, thdiem feel at the

mercy of fast-talking sales people. Thereforés important for people

in the market for software to ask some really tougit relevant

guestions. Any reputable supplier should be aldleahswer the

following 15 questions without back-pedalling.

) Range of Products

Can you offer us a complete range of software aystesigned to work
together? Or will we have to piece together a patck of systems to
fully computerize our organization?

i) Decision Support Systems

Are your systems just record keepers, or can tkailyr help us make
decision? Can we pull together information frony ah our integrated
systems in the desired form?

1)) In-House Development

Can you provide business software for both maingrarand

microcomputers? Do you develop this software yelfirer do you
simply market it for another company?
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iv)  Online

Are your systems truly online? How many of youstgyns are online?
How secure are they?

V) Debugging and Testing

Will my company have to be the one that discovaes ltugs in your
brand new system? Just how long have your systanslly been
used, and how have they been tested?

vi)  Updates

Will you update your systems as technology advamacesregulations
change? What are some of your most recent updét#i?you keep us
current on regulatory change?

vii)  Flexibility/Adaptability

Are your systems really adaptable to our uniquelseeOr will we have
to change or add to them ourselves to get thereatue want?

viii)  History/Performance

How long have you been in business? What are yggmues? What is
your record? Where will your company be in five ngeiom now? Can
you show me an annual report?

iX)  Other Customers

How many systems has your company installed? Hamynmof these

were installed in the past six months? How manyyofr earlier

customers are still using and liking your systems?

X) Security

Are your systems secured? Do you provide passwyqe protection

and to how many levels? What other type of secyrityisions does
your system have?

xi)  Networking

Can you link our executives’ personal computerseally to the

mainframe, so they can get their own informatioh® that software
available right now?
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xii)  Training Support

How will you make sure our own people thoroughlhyderstand your
system? Do you have educational centres near wgllowe have to
travel all the way across the country to find onéZll you be there to
help during installation and after?

xiii)  In-House Specialists

How many of your people specialize in softwarerfor industry? How
many accountants work for you? Human resource iapis?
Manufacturing experts?

Xiv)  Special Features

Do your systems have built-in features that malemtteasier to use?
What happens if someone needs help figuring owasufe? Do you
have online documentation that is easy to undei8tan

xv)  Upgrading

As my business changes will your system be flexdrleugh to change

with it? Or will we have to pay a lot to revamf iDr even regenerate
it?

3.5.4 Determination of DFD

Armed with interview results, tabulated questionesyi and experience
through personal observations, the analyst is readylescribe the
current system in narrative form, with a data-flowmgram (DFD), or

with a system flowchart. Since all organizatiorsvdr an account
payable (AP) system let us begin with such an examging a context
DFD. A context DFD defines the system under stady general form,

showing:-

Inputs to AP: Packing slips, invoices, checkingcaamt balances,
payment notifications.

Output from AP: reports to management, cheque pplgars.
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: Purchase
Packing Check Ovder

Slips Invoices
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Checking Account
Balances

Payment
Authorization \

Figure 3.1: A context data-flow diagram depicts dypical accounts
payable system in its broadest perspective, not shing any of the
details or internal processes.

Repors

A context DFD does not show any detail but is aeresew drawing of
the system. It is an excellent diagram to shath mianagement whose
interest is general in nature. Context DFDs plbeundary around the
system under investigation, saying that this istwiill be examined —
nothing more and nothing less.

After developing a context DFD, the analyst turms dttention to the
details of accounts payable. Management reviewenitory reports and
determines what to order from suppliers; orders pleeced by the
accounting department using a purchase order/iéquison delivery,
merchandize and packing slips enter the wareh@mkpacing slips are
sent to the accounting department, which receivesices directly from
suppliers, while merchandize stays in the warehoasegoes to
distribution outlet.  Accounting clerks compare g¢hase order
requisitions with invoices and packing slips to maure all invoiced
items have actually arrived, and then post thelmse to the supplier’s
ledger. At the end of each month, the accountefgadment prepares a
report of balances due suppliers and an invengpgnt for management
evaluation.

These detailed activities by the accounting depamtmmanagement,

warehouse personnel, the bank and suppliers addo ugix major
activities (Figure 3.2):
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Generation of reports

Ordering of stock

Printing of cheque

Posting of accounts
Reconciliation of bank statements
Authorization of payment

oA WNE

During the design phase of the systems processarthlyst will study
each of these activities further, levelling thead#ddow diagram of Figure
3.2 into far more detalils.

To draw the analysis DFD:

Look at the system from the inside to the oetsid

Identify the activities

Locate the data flows

Show the relationships between activities

Find the internal inputs or outputs that exighim the system
Level complex processes in the DFD into simplezs

Look for duplication of data flows or data s®(&les)

NoohrwdhE

Purchase Order
Requisti
Packing 2 -
Slips

Invoices Check

Payment Checking Account
Authorization Balances

Vi

Figure 3.2

While determining the flow of data, the analystlecis samples of all

relevant documents such as sample cheques, inypiaelsing slips, and

other relevant forms. To create a record all paselfrom and payments
to suppliers, a manual system requires that somposgare a ledger
entry for each supplier.
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The assembled documents help an analyst undenstaatodata the new
system must collect and process. For examplecdhgany can easily
obtain the following data from the invoice itself:

Supplier name, address, and telephone number
Invoice number

Invoice date

Invoice

Terms of invoice

Amount of invoice

oOghAWNE

From the packing slip, it can obtain:

Supplier name

Shipping date

Date goods are received
Freight charges

Invoice number

arwpbE

Packing slips are carbon copies of invoices ongttilata such as the
money value of the shipment. The warehouse cldrkcks the

mechandize received against the packing slip teube everything is in
the carton and notes any discrepancies. Thendbkimg slip goes to
accounting for comparison with invoices to be stvat the company
received what it is paying for.

The ledger offers two categories of facts — suppliata and
purchase/payment history:

Supplier name

Supplier address

Supplier telephone number
Date of transaction
Description of transaction
Amount of invoice or payment
Discount

Balance due to supplier

N~ wNE

Each cheque sent to a supplier contains the fatigwlata:

Invoice number
Cheque number
Amount of payment
Payment date

PoONPE
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In addition to these documents, it is useful toehawopies of reports
prepared by the accounting department.

3.5.5 New System

During fact finding, an analyst acts as a researcpathering facts,
figures, and documents and coming to grips with éhére scope of
problem. Now he must decide what can be done, whatl cost, and
the benefits expected to be derived from the nesiesy.

The first step is to generate a list of alternage&utions to the existing
accounts payable problem. Possible solutions rémoge doing nothing
to installing a fully computerized AP system. lrck a case there could
be four alternatives:

) Do nothing leaving the existing system alone

1)) Hire more staff, partially automate the systdiat continue with
essentially a manual system

iii)  Purchase AP software from an outside supplier
ilv)  Design, program, and install a customized ABtem

When all necessary facts, figures, documents, fitata-diagrams,

guestionnaire and observations are complete, thl/stncan write the
final report. The format of the final report, @l feasibility study,

parallels that of the preliminary reports. It s&tanith a restatement of
the problems and its importance, followed by a b$tthe study’'s

objectives, a review of the analyst’s findingsJiéal of expected costs
and savings, and the analyst’s recommendations.

In a large organization, the analyst may use adstaizved form for the
final report, in smaller organizations, the analgshply chooses the
most logical format. In any case, the analystrithgtes the typed,
photocopied report to the manager who will decidesthier to adopt,
modify, or reject the recommended solution.

After management has thoroughly considered theilddiis study, it
calls a meeting to discuss the study and to chaoseurse of action.
This meeting should take place a few days aftesthdy’s distribution
and should be conducted by the manager of the cimgpservices
department or whoever requested the analysis. artadyst plays a
major role and should be well prepared to answestijpns and supply
needed information. In fact, the analyst shoulkeegse the presentation
in order to identify and improve upon weak areas.
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If the analyst leads the meeting, he or she mustcese control. The
following rules are helpful.

) Never read the feasibility study aloud; insteadmmarise it,
while trying to lead the audience to support thedgts
recommendation.

1)) Use visual aids, such as chalkboards, flipcharslides,
photographs, and overhead transparencies

i)  If appropriate, demonstrate equipment or saftevto show how it
will work.

Often one key individual must be convinced, ands therson will
influence the others to follow. If all goes weathe meeting will end
with a decision to implement the analyst’s recomdagions.

After the meeting, management notifies all appiprstaff members of
its decision. If management has decided to protedide design stage,
the notification memo explains the plan briefly aedtablished an
overall schedule. Even if management decides tmtena or modify
the current system, it should still issue a memaqeople will wonder
why the company wasted time with a study that pceduno results.
After a decision to proceed, analysis ends andgdebegins. The
analyst will organize all the memoranda, questimenainterview
documents and forms, data-flow diagrams, and repooim both the
preliminary and detailed analysis into one file, ieth becomes the
analysis documentation.

4.0 CONCLUSION

This unit has taken you fully into the first stagé the system
development life cycle which is the preliminary d&tuto have you
determine the feasibility of a project (i.e. whetlog not a project is
worth doing).

It has also taken you through the different typésfeasibility viz:
technical feasibility, operational feasibility, emmic, social, legal, etc.,
the purposes of feasibility study, the differenepst in feasibility
analysis, and how to undergo cost/benefit analysis.

5.0 SUMMARY
The determination of whether or not a project igttvaloing is known

as feasibility. Once it has been determined that groject is worth
doing i.e. the project is feasible, the analyst ganahead and prepare
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the project specification which finalizes proje@quirements. The
process by which we determine whether a projeétasible or not is
called feasibility study. There are seven typeseafibility which are
discussed in this unit. Different steps involvadhe feasibility analysis
are listed and an investigative study is madeisuhit.

6.0 TUTOR-MARKED ASSIGNMENT
Name different types of benefits.

1.
2. Name different types of costs and benefits.
3 Give a good definition of cost-benefit analysis.
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UNIT 4 SYSTEM REQUIREMENT SPECIFICATIONS
AND ANALYSIS

CONTENTS

1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1 Data Flow Diagrams (DFD)
3.1.1 What is DFD?
3.1.2 Charting Tools Used for DFDs
3.2 Data Dictionaries
3.2.1 Why Data Dictionary?
3.2.2 Major Symbols
3.2.3 Four Rules
3.2.4 Data Dictionary Types
3.2.5 The Make Up of Data Dictionaries
3.3 HIPO
3.3.1 Constructing a VTOC
3.3.2 Constructing and IPO
3.4  Decision Tables and Decision Trees
3.4.1 Decision Tables
3.4.2 Decision Trees
3.5 Warnier — Orr Diagrams
3.6 Nassi-Shneidermann Charts
4.0 Conclusion
5.0 Summary
6.0 Tutor-Marked Assignment
7.0 References and Further Readings

1.0 INTRODUCTION

This is the last unit of this module. In the pms unit we have
discussed various types of feasibilities, and besigfit analysis. In this
unit we present in some detail, DFD (Data Flow [amg) and Data
Dictionaries, their characteristics, various typesl applications. Then
we discuss HIPO (Hierarchy plus Input Process Qt@and the two
forms of its diagrams viz. VTOC and IPO. Decistahles and Decision
trees are of wide applications in various fieldsibes computer science.
We discuss here these two important technique®iaild with several
examples. Finally, we describe Warnier-Orr diagramd Nassi-
Shineidermann charts which are important toolsystesns analysis and
design.
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2.0 OBJECTIVES
After going through this unit, you should be alde t

define DFD;

define Data Dictionary, its standard symbols ands;
explain HIPO, its two types of diagrams;

draw decision table;

display decision trees;

illustrate Warnier-Orr diagrams; and

illustrate Nassi-Shneidermann charts

3.0 MAIN CONTENT
3.1 Data Flow Diagrams (DFD)

3.1.1 Whatis DFD?

Graphical description of a system’'s data and how frocesses
transform the data is known as Data flow Diagrani(eD).

Unlike detail flowcharts, DFDs do not supply detdildescriptions of
modules but graphically describe a system’s dath laow the data
interact with the system.

To construct data flow diagrams, we use:

0] arrows,

(i) circles,

(i)  open-ended boxes, and

(iv) squares

An arrow identifies data flow i.e. data in motioh.is a pipeline through
which information flows. Like the rectangle inWaoharts, circles stand
for a process that converts data/into informatigdm open-ended box
represents a data/store-data at rest, or a tenyp@aository of data. A
square defines a source (originator) or destinaif@®ystem data.

The following seven rules govern construction ofaddow diagrams
(DFD):

1. Arrows should not cross each other.

2. Squares, circles, and files must bear names.
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3. Decomposed data flows must be balanced (all fitates on the
decomposed diagram must reflect flows in the oalythagram).

4. No two data flow, squares, or circles can h&eesame name.

5. Draw all data flows around the outside of thegdam.

6. Choose meaningful names for data flows, prosgszed data

stores. Use strong verbs followed by nouns.

7. Control information such as record counts, pasds; and
validation requirements are not pertinent to a-flata diagram.

If too many events seem to be occurring at a gpant, an analyst can
decompose a data conversion (circle). The newaateersions form a
parent-child relationship with the original datangersion; the child
circle in Figure 4.2 belongs to the parent in fegdrl.

k1 $ YP
WonkLaeping Operations

Department

1.0 Data Changes

Invoices

» ACCTG

Rejects

Acceptable

Invoice File

2.0

Son
V=ndnrh§o.
and Daws

Sorned Invoice
ile

Old Vendor Print AP\  New Vendor
Master Checks Master
\

Disks with
Stub-over Files

/,c N

LIBRARY

Vendors

Figure 3.1
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Sorted Invoices

Print
Remittance
Advice

Old Vendor
Master

New Vendor
Master

Stub-over Disks with
Checks Files \

4

Vendors

LIBRARY

Figure 3.2

Devotees of data-flow diagrams insist that no othealyst's tool

expresses so fully the flow of data. After all, Hooomputer people
begin with data flow rather than the processinghef data? Another
strong advantage is the balancing feature thatdbuih an error-
detection system other tools lack. For exampleg pgarent data-flow
diagram shows three inputs and two outputs, thelle child diagrams
taken together must have three inputs and two taitplf there is an
imbalance between parent and child data-flow diagraan error exists
in either the parent or child diagram.

3.1.2 Charting Tools Used for DFDs

The data flow diagram (DFD) is the core specifmatin this method.
Figure 4.3 shows the very few charting forms thatreecessary.

Data flow
External Data flow
source or Transform
receiver process Data store
<)
(a)
: s r Data store

Transform
-

(b)

\/"

(AND)
@ EXCLUSIVE OR

(INCLUSIVE OR)
Boclean Logic

(=)

Fig. 3.3 Data Flow Diagram Charting Forms
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Shown in Figure 4.3(a) as a square box is the maitesource or
receivers of data. Shown in Figure 4.3(b) is ttansform bubble.
Two variations of this have been put forth. Thelei or real bubble is
the better-known and is used by both victor Weigband Tom
DeMarco. The rectangular bubble shown beneatlithte is the form
used by Chris Gane and Trish Sarson. The reagothdorectangular
bubble is the perceived need to enter more infaomathan can be
contained in the bubble. Tom DeMarco, who is thagp in this group
of four writers and educators in the structureshoet holds that the
data content of the bubble must be just the banedof one verb and a
noun, since our objective is not to explain thecpss but to partition
into levelled transforms. In fact the rectangudabble is hard to draw
freehand and the template containing this specrah is not one you are
likely to have around the shop, it must be spec@itiered.

The line arrow is much more important in this melth@cause it carries
the data flow: the data into the transform and data out of the
transform. All lines must be identified by theiatd. Figure 4.3(c)
shows the line arrows. The variations on the dsthe line arrow are
significant, because again the answer needs tffataht proponents of
this method have perceived. Three different poiotsview are
advanced by the practitioners mentioned above dagatine arrows.

1. When multiple lines go into or leave a transfoiviieinberg
offers the ability to use Boolean logic describisgmbols to
represent AND, INCLUSIVE OR, and EXCLUSIVE OR. %hi
clearly indicates a felt need for decision logimad the base
level. DeMarco advises against using Boolean damtikgic.
Our examples will not use Boolean logic beyond shgw
examples in Figure 4.3(e), since this seems toathor to
represent a consensus view of those who use thedppach.

2. DeMarco shows the line arrow as a curved limngia different
“feeling’ than the straight line and right anglés\deinberg and
Gane-Sarson. In the DeMarco approach there is ofoaesense
of flow - a sense of data in motion. Our exampa@$ use the
curved line.

3. Regarding the data flow along the line arrows thould be a
serious problem, like the problem of expressing fnecess
within the confines of the bubble. The answer heréo take
advantage of the fact that the method allows melfipes in and
out of a bubble and to break up the wordy data fiow several
briefly named data flows. It is either that ordémen the line.
This concentration on detail of form, worrying abethether to
use a circle or a square or a curved or straiglet Imay read as
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petty to the non-chartist. To those who mean ®thgs method
to specify systems it is just as serious a matietha concern of
the professional tennis player with the type oked¢o be used in
a tournament. What we are trying to do with thiEgens is to

invent solutions to problems as we move from thedfto the

concrete and from the tentative to the certain. n&ed a method
for all seasons, but especially to communicatianfthid and the
tentative new idea.

The final diagramming element shown in Figure 43 i€ the open
rectangular or two parallel lines, which indicatlee data store (such as
a database, file, Kardex or phone book). GaneSardon, unlike the
others, show the data store as the two parallesljoined at one side to
make an open rectangle.

These are all the charting forms we need to use rinethodology.
Again, as in the flowcharting forms much can bedleped out of a few
tools. Essentially a system of any complexity whkat is shown with
the bubble, line, data store rectangle, and exitema

It can be seen that although some practitionergpte use variation in
their notation, the broad style is similar.

3.2 Data Dictionaries

3.2.1 Why Data Dictionary?

A data dictionary defines each term (called a éanent) encountered
during the analysis and design of a new systemia [@&ements can
describe files, data flows, or process. For examgippose you want to
print the vendor's name and address at the botfamcbeque. The data
dictionary might define vendor’'s name and addres®iows:

Vendor name and address = Vendor name +
Street +
City +
State +
Pin +
Phone +
Fax +
e-malil

The definition becomes a part of the data dictigrihat ultimately will
list all key terms used to describe various daievsl and files.

64



CIT 212 SYSTEMS ANALYSIS ANDESIGN

3.2.2 Major Symbols
A data dictionary uses the following major symbols:

(1) = Equivalent to
@iy + And

@iy ] Either/or

aiv) () Optional entry

3.2.3 Four Rules
Four rules govern the construction of data dictigrentries;

1. Words should be defined to stand for what theamand not the
variable names by which they may be described enpttogram;
use CLIENT_NAME not ABCPQ or CODEO6. Capitalizatiof
words helps them to stand out and may be of assista

2. Each word must be unique; we cannot have twmitiehs of the
same client name.

3. Aliases, or synonyms, are allowed when two orementries
show the same meaning; a vendor number may alsales a
customer number. However, aliases should be usBdvehen
absolutely necessary.

4. Self-defining words should not be decomposede &&n even
decompose a dictionary definition. For instance,might write

Vendor name = Company name,
Individual’'s name

Which we might further decompose to:

Company name = (Contact) +
Business name

Individual’'s name = Last name +
First name +
(Middle initial)

After defining a term, say VENDOR NUMBER, we lishyaaliases or
synonyms, describe the term verbally, specify etsgth and data type,
and list the data stores where the terms is fodigdiré 4.4). Some
terms may have no aliases, may be found in mamg,fibr may be
limited to specific values. Some self-defining arvious words and
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terms may not require inclusion in the data didimgyn For example, we
all know what a PIN code and a middle initial arBata dictionaries
seldom include information such as passwords users enter to gain
access to sensitive data. Rather, data dictiohafier definitions of
words and terms relevant to a system, not stadlsfects about the
system.

Data dictionaries allowed analysts to define pedgis/hat they mean by
a particular file, data flow, or process. Some pwrtial software
packages, usually called Data Dictionary systems BDS), help
analyst maintain their dictionaries with the hefghe computer. These
systems keep track of each term, its definition,icwvhsystems or
programs use the term, aliases, the number of tan@erticular term is
used and the size of the term can be tied to comatelata managers.

DATA ELEMENT NAME: VENDOR _NUMBR
ALIASES: None

DESCRIPTION: Unigigentifier for vendors in
the accounts payable system.

FORMAT: Alphanumeric, six characters.
DATA FLOWS: Veéor master

Accounts payable open item
Accounts payable op

1%
S

adjustments
Cheque reconciliation

REPORTS: Alphabetic vendor list
Numeric vendor list
A/P transaction register
Open item
Vendor account inquiry
Cash requirement
Pre-cheque-writing
Cheque register
Vendor analysis

Fig. 3.4
3.2.4 Data Dictionary Types

Figure 4.5 illustrates the different types of ddiationaries and the
functions of each address.
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Figure 3.5: Data Dictionary Types and Functions
There are two kinds of data dictionaries;

0] Integrated and
(i)  Stand-alone.

The integrated dictionary is related to one database management
system (DBMS). To the extent the organization datainder this
DBMS it is global or organization wide. Howeveery few enterprises
have all their data eggs in one basket, so théodaty documentation
(metadata) can be considered as local and fragthente

The stand-alone dictionaryis not tied to any DBMS, although it may
have special advantages for one DBMS, such asBikkeDB-DC Data
Dictionary, which has special features relatedh® iBM IMS DBMS
but is still a stand-alone variety of dictionary.
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Data Dictionary Functions

Both these types of dictionaries can be identiigdunctions as either
passive, active, or inline. Viewed either way, by type or function, the
differences are striking. Passive, active, antine-dictionaries differ
functionally as follows:

Passive Data Dictionaries

The functionally passive dictionary performs docatagon only. This
variety of dictionary could be maintained as a namather than an
automated database. For more than limited docwatientuse, the
automated passive dictionary has clear advantagelSstom the

organizational view the documentation functionhg tmost important
dictionary service with the most potential benefig® the passive
dictionary should not be thought of negatively. his more limited
functionally but may perform its critical functionof global

documentation best of all.

Active Data Dictionaries

Besides supporting documentation to one degreenathar, the active
data dictionary supports program and operationseldpment by
exporting database definitions and program dateage&definitions for
languages such as COBOL and Job Control LanguaGé) (dor
execution-time performance. The IBM DB/DC Datatigicary already
mentioned is such a stand-alone, active data datjo A dictionary
such as this is not an in-line data dictionary @lsvdred, which is not to
say that it could not be put in-line by a deterrdireffort of major
proportions.

In-line Data Dictionaries

An in-line data dictionary is active during progrgmrforming such
feats as transaction validation and editing. Sdattionary would
always have some documentation value, but documm@mtacross the
organization about the organization functions acitiviies and all the
organization information data stores is not likelin-line dictionaries
are associated with DBMS products such as Cullisefftware
Corporation’s IDMS-R or Cincom System’s TOTAL, tame just two.

3.2.5 The Make Up of Data Dictionaries

The minimum data dictionary is shown in figure 4.6.
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Segments

Records

Ficlds

Fig. 3.6: ’ Minimum Data Dictionary

When we have a database system consisting of d&sloa files. These
files consist of data groups or segments or retscoil hese data groups
consist of data items or fields. There is an igiplielationship here,
which needs no additional comment. A certain arhafnattribute
information is always present. In the case of dms we need to
know if it is a primary or secondary key or an iatite field, if it has
aliases, what are the filed type and field sizekriow whether the data
item or data group is in test, system test, or pctidn status. We need
to know the number of occurrences of this data @nthe dictionary.

Addressing these last points, a data item (folamst) on the IBM data
dictionary may look strange to the uninitiatedwill look like this:

T,C,BALANCE-ON-HAND,O

We recognize balance-on hand as an inventory gyaniihe T is the
status code, which we will say is T because tha-datn balance-on-
hand is on the test-data database. The C is thjecsicode, which in
this case is the primary programming language COBOhe O is the
occurrence number where duplication exists in thraraon information
system. So, in terms of this dictionary, the fidiscription of the data-
item consists of the four elements mentioned aboVhkis conversion
holds for all subjects defined on the IBM data idicary.

Before discussing the functions of the full-serviegtended data

dictionary we need to review data-dictionary eletaen Figure 4.7
shows these elements.
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Catogory A

Subject Al
description

Subjec AZ
doacr pyom

Auribute AC

Advribuce AC

Subject A3
descripiion

Subject A4
© deseription

P

'orward
relstionshhip
XY

J’ ,

Catogory B

- Subject Bl

descripiion

Subject B2

ription

Subject B3
description

Argibuie BA
Anribuie BB

Auribute BA
Auribute BB

Anribuie BA
Auribute BB

Fig. 3.7 Data-Dictionary Elements

We have already referred to categories, subjecdationships,
attributes, and descriptions on other occasionses@& are the elements
that make up the data dictionary. In figure 4.Ategory A has a
forward and reverse relationship to Category B. kéwe two-way
relationships simply because we may want to examihese
relationships in both directions. Data Items issaample of a category.
In a full-service dictionary some categories aredpfined regarding
attributes and relationships, but the dictionary thee capacity to handle
user-defined categories. This, in IBM parlanceansextended use of
the dictionary. This “extensibility” feature isetheart of the full-service
dictionary, allowing documentation of the whole amgation and
allowing us to use the dictionary as the softwarppsrt for strategic
and tactical planning.

Category A in figure 4.7 has four subjects. Eagbjext has the same
attribute set as the others (attribute AA, AB, ACIror instance the
category may be Projects. The four subjects are ddferent projects,
described by name and description as unique. Pertha attributes are
Project Leader, Project Due Date, and Percent Aptished. All four
subjects would have identical attribute names. h&®s category B is
Information Systems, with subjects and attributefingd in a similar
fashion. The forward relationship might be PrgediCCOMPLISH
Information Systems. Reverse might be AccomplidBed

Figure 4.8 shows another example of the elemeatsntlake up a data-

dictionary database. In this case we have thgoateBusiness function
(or department) related to the Processes of thanargtion such as
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Provide-Materials. Remember that the subject ndooks like this:
P,,Provide-Materials,0. Remember that the P issthus code, which
in this case stands for Production. The two adjgcemmas means the
subject code is not used for this kind of categamnd the zero is the
occurrence (only this occurrence exists).

Bueiness function
Acconniing Dept. Purchasing Dopt.
Keop finanoisl meoords -Buy materlals
i Manager @
ﬂf:: n: Location @
Phone # © Phono # 1
‘Warehouse Manufaciuring Dept.
Srore matorlals and ‘Make finithed goods
finlshed goads from materials
Mane H Manager :
 Tovaton | Locﬂfon :
Phono & : Phooa #:
T ﬁ Does
Is*done by \L
Process

Plan facilities |Provide meterizls| Track muterials

orcosst and Purctiase and Store, accosa, and
guignsf-:flmu receive materiale | wanafer materiale

arnom. responsiblc 1| Person rrapousitle 1] Forvon rosponsitls
;hnot: ! Phene ¥ 1 Fhowe & |
Porstn g 1} Person. F Eble 2 hbe ¢
Phone ¥ 1 Phome & 1 Phocs ¥ :

Fig. 3.8: i Example of Data-Dictionary Elements

The IBM data dictionary, which is actually six let databases, each
with many segments, consists of standard categoaed the
infrastructure needed to “customize” installatioategories. The
standard categories have the attributes prebudltraady for the user to
fill in. The standard categories are:

DATA-BASE

SEGMENT

ELEMENT

PROGRAM COMMUNICATION BLOCK
IMS SYSTEM DEFINITION
APPLICATION SYSTEM
JOB

PROGRAM

MODULE

TRANSACTION

PSB

These categories are all related to servicing #ta drocessing function
and are not sufficiently broad in scope to suppodictionary for the
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entire organization. The strategic plan cannotdeumented with just
these categories. It is the ability of this datetionary to allow the
creation of other user-defined categories thawallas to consider the
dictionary a serious tool for systems analysis dodumentation in
support of the current and new system applications.

3.3 HIPO

HIPO stands for hierarchy plus Input Process Outpiutonsists of two
types of diagrams:

0] Visual Table of Contents (VTOC)
(i)  Input Process Output (IPO)

Together these diagrams assist in designing pragramd their
functions.

Following the structures approach that begins vg#neralities and
descends to details, VTOC diagram breaks a systegnogram down
into increasingly detailed levels. Therefore, theeme of the system
appears at the top of the VTOC, the names of thjerriinctions within

the system lie on the second level and even smallefunctions lie on
the third and succeeding levels.

When used to diagram a program, the VTOC arrangesptogram
modules in order of priority, and it reads from tio@ down and from
left to right. Each module of the program appes s rectangle which
contains a brief description of the module’s pug(svo to four words,
beginning with a verb followed by an object i.eofigpute net pay”).

The VTOC for the correct assembly of a bicycle migiclude five
major tasks.

0] open the carton,

(i)  remove the parts (that is separate them),
(i)  group similar parts’

(iv) assemble the wheels

(v) finish assembling the bicycle (figure 4.9)
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BICYCLE
ASSEMBLY
|
I I I |
OPEN SEPARATE WHEEL FINISH
CONTAINER PARTS ASSEMBLY ASSEMBLY
: |
FRONT REAR
WHEEL WHEEL
Figure 3.9: VTOC for the modules to assemble a bicje

Compare this diagram with the one in figure 4.10.

(. START ]

OPEN
CONTAINER

SEPARATE
PARTS

l

FRONT
WHEEL
ASSEMEBLY

|

REAR- -
WHEEL
ASSEMBLY

l

FINISH
ASSEMBLY .

b
( STOP ]

Flowchart of Bicycle Assembly

Fig. 3.10:

Both indicate hierarchy but the VTOC offers a mooenplete picture of
the overall process. When assembling somethingnatber how clear
the instructions are, it helps to refer to a pietaf the finished product.
Within the VTOC, each task must be performed indhider specified,
and each task may involve several subtasks. Fampbe, wheel
assembly involves the separate subtasks of fraht-eear-wheel
assembly.
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An IPO chart defines the inputs, processing, antpuis for each
module in the program. Figure 4.11 is an IPO Iier ‘finish assembly”
module, inputs for which the frame, front-wheelemsbly, rear-wheel
assembly, seat, handlebars and chain. The pragessjuirements are
bolting wheel assemblies to the frame, and attgchandlebars, chain,
and seat. The output is the completed bicycle.

System Bicycle Assembly Author : Gbeminiyi Afolorunso
Module: Finish Assembly Date: 12/02/2004

INPUT PROCESS OUTPUT
1. Frame 1. Bolt front-and rear-wihe€l. Completed
2. Front-wheel assembly assembly to frame bicycle
3. Rear-wheel assembly 2. Attach handlebars
4. Seat 3. Attach chain
5. Chain 4. Attach seat
6. Handlebars

Fig. 3.11:  Example of an IPO

3.3.1 Constructing a VTOC

Now let us learn how a VTOC for the computerizatioh manual
accounts payable system. We first assign all tn@us (reports) to
modules as shown in figure 3.12.

ACCOUNTS
FPAYABLE
PRINT NUMERIC ALPHABETIC{ | ‘o_PEN cm-scx‘ VENDOR DISTRIBUTE
A || vENDOR VENDOR TTEM REGISTER ANALYSIS | {TO GENERAL
CHECK LIST - LIST REPORT ‘| RBPORT - LEDGER

Fig. 3.12: VTOC for an accounts payéble system bew with
assignment of modules to each output report.

We name modules according to their function so réeder can tell
exactly the purpose of the module (again usingvdre-object format).
After naming, we choose a number for the system (&) give each
module a sub or level number, beginning with 1the most general or
highest level function. Therefore, we would idgnthe overall system
as 1.0, the accounts payable check module ashkeInumeric vendor
list as 1.2 and so on (Figure 3.13). Such a nurapstem clarifies the
relationships between modules, and allows anyoadimg it easily to
locate detailed IPO charts with corresponding nusbe
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ACCOUNTS | 1@

PAYABLE -
11 1.2 13 1 14 15 16 17
PRINT NUMERIC ALPHABERTIC | |~ OPEN CHECK VENDOR DISTRIBUTE |
AP VENDOR VENDOR ITEM REGISTER ANALYSIS TO OENERAL
CHECK LIST . LIST REPORT . . REPORT LEDGER
Fig. 3.13:  The VTOC for the AP check-printing systen with level

number.

After assigning level numbers to each module, weammsider whether
further decomposition is necessary. Take the adsopayable check
module, for instance. It must be decomposed twel level because it
represents two tasks (remember, a module musinigéegburpose), one
for each part or stub of the check (figure 3.14).

VENDOR : 00002 CHEQUE NO.
OUR INV. NO. YOUR REF. NO. | INVOICE INVOICE AMOUNT DISOOijNT NET CHEQUE
DATE AMOUNT | PAID- TAKEN AMOUNT
001013 28504594 150.00 150.00 00 150.00
001014 HI 23/05/94 263.00 20000 00 200.00
- CHEQRUE TOTAL 350,00
CHEQUE NO ]
19
PAY
OR BEARER
NAIRA |=N |
Alc No. |

STATE BANK OF NIGERIA
14/16 AHMADU BELLO WAY, VICTORIA ISLAND, LAGOS

Cheque No. 1201

“642150" 110038002"
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(@) Two-part cheque sent to vendors.

| accounts | 10
PAYABLE
L1 12 13 14 i5 16 17
. PRINT NUMRRIC | ALPHABETIC OPEN CHEQUE VENDOR DISTRIBUTE
AP - VENDOR VENDOR ITEM REGISTER ANALYSIS TO GENERAL
CHEQUE LIST - LIST REPORT REPORT LEDGER

(b)  This VTOC reveals the two component modughin the
PRINT AP CHECK module.

Fig. 3.14

The upper stub is the remittance advice, which aiost the date,
number, discount, balance, and total of each irvaovered by the
cheque. The lower stub is the cheque itself, cetapWwith cheque
number, payment amount, and vendor name and nunfglying the

top-down concept to the cheque module, we can adthar level of

modules: one for printing the remittance advice and for printing the
cheque itself (figure 3.15). We assign this théwekel of modules a third
set of numbers (1.1.1 and 1.1.2). Decompositiasavhen all modules
are single purpose, single entry, and single exit.

PRINT 1
AP
CHEQUE
11 l ] 12
PRINT ' PRINT
REMITTANCE CHEQUE
ADVICE
| |
L1 ' 112 121 122 123
PRINT PRINT TOTAL PRINTDATE | | PRINTAMOUNT | | PRINT VENDOR
DETAIL LINE LNE LINE | Toworps NAME ADDRESS

Fig. 3.15:  Module development of the AP cheque sysh from the
programmer’s perspective

As far as the analyst is concerned, decompositibrihe accounts
payable cheque writing system can end at the tewdl of modules.
However, the programmer who eventually receives HiBO chart
probably would decompose the modules to even loeeels, thus
establishing a new series of numbers (figure 4.13)rogrammers
sometimes call their VTOCs structure charts, h@marcharts, or tree

76



CIT 212 SYSTEMS ANALYSIS ANDESIGN

charts. When finally programming the accounts p&yasystem, the
programmer would begin at the top left, programneagh level before
moving down and to the right. Thus the programfiret would code
“remittance advice” 1.1 followed by “print deta(lL.1.1) and then “print
totals” (1.1.2.). Having coded all of module 1tHie programmer would
tackle module 1.2, beginning with ‘print date lin@>2.1), moving on to
‘print amount in words” (1.2.1), and finishing witprint vendor name
address” (1.2.3).

Figure 3.15 shows three levels of modules, but dexpystems may
require many more. Regardless of their number,utesdshould receive
unique and brief names that contain just enoughilditr readers to
understand their purposes.

3.3.2 Constructing and IPO

Let us add the second part of the HIPO diagrammaysjem, the IPO
chart. Whereas the VTOC diagram graphically showsweerview of

the system, the IPO charts depict program loglgstilating the steps
required to produce desired purposes.

SYSTEM: Account Payable Date: 12/02/04  Author: Jegede
MODULE: 1.0 Name AP Cheque
DESCRIPTION: Prints the stub-over-cheque sent to suppliers.

INPUT PROCESS OUTPUT

1. Vendor master file Read Invoice record 1. Print remittance

2. Invoice file Match with vendor advice on top stub
Total amount 2. Print cheque on
Print detall line bottom stub

Print total line
Print date line

Print vendor name
and address

NookrwNE

Fig. 3.16:  The IPO chart detail or program logic

As figure 3.16 shows, the top of the IPO chart idies the module with

its number, title, a brief description, date, ahd analyst's name. the
chart itself is divided into three units: data ihgilne names of the files
used), processing activities that will require peogming, and output,
which, in the case of our accounts payable systeon|d be the printed

remittance advice (1.1) and the check (1.2). &lbdy of the chart, we
use a narrative form to describe the input, procass output as a list of
activities. It simply lists activities, not necasty ordering them in the
sequence they should occur.
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The HIPO system forms valuable system documentatiah helps the
analyst prepare reports as the system is beingrssiand developed.
These charts offer several advantages. First, tdagy be drawn or
modified rapidly. Second, they allow the analystphically to convey

the system to non computer people. Third, standgrdbols enable
some future analyst to grasp the system quicklyally, HIPO charts

facilitate efficient schedules because they makeagy to estimate the
time it will take to program a module, thus, sinfyphg programming

assignments. The VTOC offers the analyst an atem to the system
flowcharts whereas the IPO replaces the progradetil flowchart.

3.4 Decision Tables and Decision Trees

Decision tables and trees were developed long édtoe widespread
use of computers. They not only isolate many domas and possible
actions, but they help ensure that nothing has beerlooked.

3.4.1 Decision Tables

The decision table is a chart with four sectiorssiig all the logical
conditions and actions. In addition the top seci@rmits space for
title, date, author, system and comment.

The condition stub displays all the necessary tests or conditionike L
the diamond in a flowchart or the IF in pseudo-cdtese tests require
yes or no answers. The condition stub always appeahe upper left-

hand corner of the decision table, with each camdihumbered to

allow easy identification.

Thuscondition stubis a list of all the necessary tests in a decitadnhe.

In the lower left-hand corner of the decision table find the action
stub where one may note all the process desirea given module.
Actions, like conditions, receive numbers for idication purposes.
Thus Action Stub is a list of all the processes involved in a detisi
table.

The upper right corner provides space for tomdition entry — all
possible permutations of yes and no responsesdetatthe condition
stub. The yes or no possibilities are arrangeal \atical column called
rules. Rules are numbered 1, 2, 3, and so on. c&edetermine the
number of rules in a decision table by the formula:

Number of rules = 2 A N ="2 where N represents the number of
conditions and means exponentiation. Thus a detisible with four
conditions has 16 (24 = 2x2x2x2 = 16) rules on#hwix conditions
has 64 rules and eight conditions yield 256 rules.
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Thus Condition entry is a list of all the yes/no permutations in a
decision table. The lower right corner holds tletam entry. X’'s or
data indicate whether an action should occur asnsexjuence of the
yes/no entries ender condition entry. X's indicat®ion; dots indicate
no action.

Thus Action entry indicates via dot or X whether something should
happen in a decision table.

Five sections of a decision table:

Title: Date:
Author: System:
Comments:

Condition Stub Condition Entry
Action Stub Action Entry

Fig. 3.17

Returning to the assembly of a bicycle, let us meswe must assemble
a variety of containers full of parts. Since aebidan have either hand
calliper or foot coaster brakes, the decision tablest show the two
conditions and five actions (figure 3.18). The twamditions necessitate
four conditions entries, and the five actions pre®l@0 possible action
entries.

When we build the yes or no rules for the conditemiry, we must
construct all possible patterns of y's and n’s. @mangement that
guarantees thoroughness is to place two y's isesstan followed by
two n’s. In the second row, we place alternatiaggof y's and n’s.

(a) Decision table for bicycle assembly:

TITLE: Bicycle Assembly DATEH:
Author:
System:
Comments: More than one carton of parts needs asbembled

1 2 3 4
1. Last Caron? y y n n
2. Hand brakes? y n y n
1. Open container X X
2. Stack parts X X
3. Assemble wheels X X
4. Finish assembly : : X X
5. End of assembly operations X X
Fig. 3.18: Decision table for bicycle assembly
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A decision table with four conditions (24 = 16) wld have 16 different
sets of y’s and n’s and would result in the follogipattern of yes and
No responses.

The first row therefore will have eight y’'s follodeéby eight n's. The
second row (corresponding to the second entrydrctmdition stub) has
four y’'s, four n’s and four y’s and four n’s.

The complete four-condition entry would read:

yvyy yn n
yvyy
y nn
nyn

< 3> s5¥<
ST« P
< O« >
5 S« D
<< 53
o< 55
< 5 3 O

y
n
y
n

<K<K« <
< S« X<

<< o<

ny
ny n
ny n
This form ensures that the analyst includes all woations with
duplication.

If large number of conditions exist (four conditoorresult in 16

condition entries, six conditions in 64), decisitables can become
unwieldy. To avoid lengthy decision tables, antlymust remove
redundancies and yet still take precautions noveylook anything. On

occasion, two or more rues may be combined to eeduceliminate

redundancy. In figures 3.18 and 3.19, rules 1Znduse the last action
in the action stub to occur.

Therefore, these two rules could be combined tmieéte redundancy.
To indicate redundancy, we put a dash (-) in theditaon entry show
that this condition stub is irrelevant and candrered.

The decision table in figure 3.19 depicts the ARequie module.
Compare with figure 3.16 (IPO). Although this fams fairly typical,
in practice you will encounter several differemds of decision tables.
Figure 3.19 called limited entry, because the dimlientry contains
yes or no responses for each rule.

Limited Entry

A type of decision table listing a y or n respofmeeach condition.

80



CIT 212

A cheque decision table

SYSTEMS ANALYSIS ANDESIGN

TITLE: AP Cheque

DATE: Sept. 25, 1994

te

Author: System: Accounts Payable 3ys
Comments: Two files are to be read until the enfileo
1 2 3 4 5 6 7 8
1. End of vendor master file?
2. Hand of sorted invoice file? y y y y n-nnmn
3. Do vendor numbers match? y y nhnoy ynmn
y ny n y nymn
1. Read a vendor master record . X
2. Read an invoice record X
3. Add amount to total X
4. Print invoice detall line X .
5. Print data line X
6. Print amount in words X
7. Print vendor name/address . X
8. End of module X X
Fig. 3.19: A limited entry decision table

Extended Entry

Type of decision table displaying values to bee@sh the condition

entry (Figure 3.20).

AP cheque written as an extended-entry decision tédx

TITLE: AP Cheque

DATE: Sept. 25, 1994

Author: System: Accounts Payable System
Comments: Two files are to be read until the enfileo
1 2 3 4 5 6 78
1. End of vendor master file?| 0 End wore More End End. More More
2. Hand of sorted invoice file?PEnd More End More End More End More
3. Do vendor numbers match?
1. Read a vendor master recard . X
2. Read an invoice record X
3. Add amount to total X
4. Print invoice detall line X .
5. Print data line X
6. Print amount in words ) X
7. Print vendor name/address . ) X
8. End of module X X .
Fig. 3.20: An extended-entry decision table
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Mixed Entry

A type of decision table mixing values in the cdiwi and action
entries.

AP cheque written as an mixed-entry decision tableshown below in
Fig. 3.21

TITLE: AP Cheque DATE: Sept. 25, 2004
Author: System: Accounts Payaple
System

Comments: Two files are to be read until the enfileo

1 2 3 4 5 6 78
1. End of vendor master filey vy 'y vy n n nn
2. Hand of sorted invoice file[?End End More More End End More More
3. Do vendor numbers matcH {;nd More End More End More End More
1. Read a vendor master record . . . . .o X
2. Read an invoice record ) ) . . . . X
3. Add amount to total ) . . . . . X
4. Print invoice detall line . . . . . . X .
5. Print data line . . . . . .o X
6. Print amount in words ) ) ) . : .o X
7. Print vendor name/address. . . . . .o X
8. End of module X X
Fig. 3.21: A mixed-entry decision table

Open ended(1) A type of decision table that permits accesariother
decision table. (2) Questionnaire items that redpats must answer in
their own words.

A mixed-entry decision table combines the values yws or no (figure

3.21), while an open-ended one allows an actiomyespecifying an

additional decision table (figure 3.22). An analysmy want to use one
of these other types of decision tables to makeiahk more readable
for a user or manager or to decompose a large r{ssvditions leading
to 128 rules) table into a series of smaller ones.
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AP cheque decision table (Open-ended):

SYSTEMS ANALYSIS ANDESIGN

TITLE: AP Cheque

DATE: Sept. 25, 2004

te

Author: System: Accounts Payable 3ys
Comments: Two files are to be read until the enfileo
1 2 3 4 5 6 7 8
1. End of vendor mastgr fll_e? Yy Yy Yy yn nonn
2. Hand of sorted invoice file?
3. Do vendor numbers match? y y nonoy y nn
y ny ny n y n
1. Read a vendor master record . X
2. Read an invoice record X
3. Add amount to total X
4. Print invoice detall line X .
5. Print data line X
6. Print amount in words X
7. Print vendor name/address . X
8. End of module X X
F

ig. 3.22: An open-ended decision table

Besides designing screen layout formats and det@rgii screen
specifications, the design must develop input adstfor interactive
dialogue and illustrate the way in which screend arenus are linked

together.

dialogue trees, decisions trees, and picture-fraanalysis.

Three tools which help the design teandaing this are

With

dialogue and decision trees, the team is abledw she flow of control

in processing, including the actions users can takbalt or stop an
input procedure. With picture-frame analysis, diesign team is able to
provide a walkthrough of how screens will appearceora design

becomes operational.

Constructing a Dialogue Tree

A dialogue tree maps the static and dynamic messtge take place
between the computer and the user. Figure 3.2&sslloe design of a
tree for a simple file processing menu.
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Fig. 3.

SYSTEMS ANALYSIS ANDESIGN

DO YOU WANT TO

1. ADD A RECORD?

2. DELETE A RECORD?

3. CHANGE A RECORD?

4. RETURN TO MAIN MENU?

EMPLOYEE
NAME OK?

NAME OK NOW?

SURE YOU
WANT TO
DELETE ?

Yes

23: Dialogue Tree showing branches from pmpting menus

As shown, a dialogue tree has multiple branch poivien menus are
used, and forks at yes or no points. If we traeesteps shown in figure
3.23, the dialogue tree should lead you to concthddollowing:

1.

84

When an initial response of 2 is received, tregmam branches
to a procedure to DELETE A RECORD from the employee
master file.

Before a record is deleted, the user is askedetdy that the
employee name is correct. The message reads: EMBEO
NAME OK?

If the name is correct, the tree forks and asiHJRE YOU
WANT TO DELETE?

If the name is incorrect, the tree forks andsashNAME OK
NOW?

If the name is correct (is OK now) and the ussiponds yes to
the question SURE YOU WANT TO DELETE, the record is
removed from the file.

If the name is not correct, or if the name isr@ct but the user
decides not to delete control is shown as “retwnstart” —
namely, a loop back to the start of the tree.
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Isn’t this tree incomplete? If the employee nas@aot correct at node
2.0, how could it be correct at node 2.1? An expdmdialogue tree, like

the one shown in figure 3.24, helps fill in the snig messages. The
more detailed tree showed a node with an X. Téia hon-restricted

node, meaning that it is not restricted to a pibsdrnumber of choices.
The first non-restricted node indicates that itnexessary to find an
employee record before testing to determine whether name is

correct. Moreover, if a record is found but the ears incorrect, a

second attempt (as noted by a second unrestriciee) is made to find

the correct employee record. If this second se@rshccessful, the user
is asked: NAME OK NOW?

o NAME OK NOW?
No

SURE YOU
WANT TOQ
DELETE

Fig. 3.24

3.4.2 Decision Trees

At times, a dialogue tree is too specific for dasigams to work with.

What they prefer is an easier-to-follow mappingaotomplex design.

This mapping should show branch points and forks,not the details

of the user dialogue. A decision tree helps tonskize paths that are
possible in a design following an action or decisy the user: figure

3.25 illustrates this second type of tree. Asaatid, if the user selects
1, followed by M and A, the algebra menu would Eplhyed.
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Subject
Menu
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Computer
Science

Language Mem
Sy Software Menu

H
Hardware Menu

E
EXIT

v Finance Menu

Marketing Menu

A
Accounting Menu

Prompt for E
Title
MAIN EXIT
MENU 3
Prompt for Algeb:
A gebra Menu
XIT C_p Calculus Menu

C
Others Menu
E

EXIT

Fig. 3.25

What is the value of a tree such as this? It hi#lpsdesigner visualize
how the user will move through the design to readlesired location.
Thus, a decision tree provides an overview of tbe of control to be

built into computer programs.

Decision trees turn a decision table into a diagfAgure 3.26). This
tool is read from left to right, decisions resulta fork, and all branches
end with an outcome. Figure 3.26 shows the detisige for printing
the accounts payable check. Trees can be eaatlylrg non-technical
users who find tables too complex. Users readidgg branches, forks,

and outcomes.
Add amount to total

Same Print detail line
Read invoice record
Are
Vendors —]
Numbers End of file—— End Module
L Differen

Print date line

Record exist—  Print amount in words
Print vendor name/address
Read vendor record

Fig. 3.26: Decision trees are graphics equivalents decision tables
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3.5 Warnier-Orr Diagrams

Warnier-Orr diagrams are another tool aimed at yecod) working and
correct programs. The Warnier-Orr diagram takesidéme from its co-
developers, Jean-Dominique Warnier and Kenneth Onlike VTOCs,

pseudo-code, or flowcharts, which read from the dogvn and then
from left to right, the Warnier-Orr diagram readsnh left to right, then
from the top to down. Whereas a flowchart requimeny symbols,
Warnier-Orr diagrams employ brackets, circles, piresis, dots, and
bars. Diagrams can depict data-dictionary-typéndefns (Figure 3.27)
or detailed program logic (Figure 3.28).

The Warnier-Orr uses brackets to group related efsnfollowing the
sequence control structure. Technically the synfbola bracket is
“("and a brace is “}” but Warnier-Orr calls “{" arfacket. Thus we see
that three elements in Figure 3.27 make up thdesielgment “Systems
process”. Two elements, preliminary and detaitedke up Analysis.

Iteration structure (called repetition in the WamDrr notation) is
depicted by a parenthesis to the left of the sesieglements to be
repeated (Figure 3.28). A number inside the phes#s indicates the
amount of times the iteration should be performé&tus we will repeat
the four bracketed elements until there are margches to assemble.
(@) The systems process drawn in Warnier-Orr fashio.

Preliminary
Analysis {
Detailed

Systems process (1) Design
Development
Fig. 3.27
(b)  Warnier-Orr diagram for bicycle assembly.
(~ Open container
Process Stack parts

(0, End)
sgemble wheels

\- Finish assembly
Fig. 3.28
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(c)  Warnier-Orr diagram for the accounts payable stib-over-
cheque module. This diagram shows the three contro
structures of sequence, selection, and repetition.

Begin Real invoice record
(1) Initialize totals to zero (1)
Read vendor record

/~ Discount taken

Subtract from amount of invoice

{ Calculate amount of discount
nPmvoice line on stub

Process <
(0, End)

Discount not taken
Print invoice in stub

Add amount of invoice to total
\. Read invoieeord
{ Print daiteel on check

Print amount of invoice in words
Print vendmme and address
Fig. 3.29

End (1)

A plus sign enclosed in a circle indicates an ad8on or selection
structure. A bar separates the decision into true.

(above the bar) and false (below the bar) (seer&igi29).

Four our AP cheque-printing logic, the Warnier-@iagram (Figure
3.29) has brackets surrounding the repetitive djpgrm and a decision
point inside the process section to determine vdredhdiscount will be
taken. This diagram also has beginning and enttgs that our
bicycle example does not require.

Warnier-Orr diagrams show the beginning, processaang ending parts
of the detailed logic quite explicitly. In keepingth the structured
methodology, they have a single entry and a sieglst, they support
the three control structures, and compared witerathols, they employ
few symbols. Disadvantages of the Warnier-Orresysinclude its left-
to-right, top-down construction (the opposite dfadher tools which are
topdown, left to right) and its focus on processiegsus data flow.

Introduced by Warnier and later modified by Orr, Miar-Orr diagrams

are thus used to decompose and partition the cisntdra data store,
much like DFDs are used to decompose the funcbbassystem.
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Figure 3.30 illustrates how Warnier-Orr diagram \dooe drawn for the
employee master file. As before, the employee endsdeé is defined as
a set of employee records, thus leading to theteoua

Employee master_file = 1[employee records]n

However, the Warnier-Orr diagram tells us how téirdean employee
record. We can write (as before):

Employee _record = Employee numbeemployee _name_and_
address + personnel_information + wage__

and_Salary_information + leave_and

_pension_history + current_payroll-history

Let us suppose next that we want to know whichbatties make up the
category employee name and address. The Warnied{@gram
informs us that

Employee_name_and_address = Employee name+ employee
home_address + employee
plant_address + telephone
_extension_number

Fig. 3.30

Warnier-Orr Diagram Showing Decomposition of thedoyee Record

/{PO_box/apartment
-number}

(Employee_name Street_address

[Employee_numbe' Employee_home_ < City_address

address
Employee_name< Employee_plant_ State_address
and_address resksl
Personnel__ Telephone_extensionk dee
information \_number

Employee< Wage_and_salary _
record information

Leave_and_pension
_history

Current_payroll_
information

\ VTD_payroll_ history (D,Y)
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If we wanted to know which attributes make up empdohome address,
further decomposition would be necessary. The Warr diagram
tells us that

Employee _home_address = ({PO_box_/apartment_ndimber
street_address + city_address +
state_address + Pin_code

where the post office box or the apartment numbeptional.

A unique feature of Warnier-Orr diagrams is thaytlshow sequences,
either or conditions, and repetitions of a processs illustrated by
Figure 3.30, most Warnier-Orr diagram statementglyna sequential
order: For example, Employee name_and_addressjual do the
employee_name plus the employee home-address, s
employee_plant_address, plus the telephone_extensionber.
Finally, repetition of process is indicated. Cuatrgoayroll_history is
shown as a variable for each employee.

The Warnier-Orr diagram continues to be pushecéoright until all
right-hand attributes can be defined by their filddgth or physical
storage requirements.

City address might be defined as
City_address = 2 (character) 12

or as requiring from two to twelve characters. epblone extension
might be defined as

Telephone_extension = 4 digits,
where an extension always consists of a four-diginhber.

As this example suggests, there are several goasbms for using
Warnier-Orr diagrams to describe the contents df ddiores. First
Warnier-Orr diagrams are easy to construct, read jierpret. Second,
they permit larger, complex terms to be decompaséml constituent
parts. Third, Warnier-Orr diagrams describe thedgHogical constructs
used in programming. Fourth, they can be usedhadysae both actions
and things. Fifth, they simplify the definition duorder of terms to be
entered into the data dictionary. The main disathge of a Warnier-
Orr diagram is that it does not show relationshipgch exist within and
between data stores.
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3.6 Nassi-Shneidermann Charts

Nassi-Shneidermann (N-S) charts offer an alterpativeither pseudo-
code or program flowcharts. Named after their atghN-S charts are
much more compact than program flowcharts, inclosiudo-code-like
statements, and feature sequence, decision, amditi@p constructs.
Figure 3.31 illustrates an N-S chart designed farcessing payroll
cheques.

Nassi-Shneidermann Chart

Enter cheque-number

Set control sum =0

Enter cheque total Sequence

Get current payroll record
Until EOF = Yes

Increment controlsum

Write paycheque

Increment cheque-number Repetition
Get next record
Controlsum = Cheque total
Yes No.
Print: Print:
Cheque total is ok Warning: Decision
Cheque: total in error
Fig. 3.31

Nassi-Shneidermann charts are also sometimes ¢h#e@hapin charts.
This system was developed by and named for |. Nassl B.
Shneidermann in the early 1970s and differs mayk&oim those we
have examined thus far. It uses rectangles dividedhalves with an
angular line for selection, a horizontal rectanigle sequence, and the
word DOWHILE for iteration. The bicycle-assembligact appears in
Figure 3.32 and the AP check-printing system withcounting in
Figure 3.33.

Nassi-Shneidermann charts are winning acceptancthancomputer
industry because they so simply illustrate comptegic. Perhaps as
analysts evaluate the various tools at their dlspghese charts will
gain even more followers. As with other structuaalls, they are single
entry and single exit, and efficiently accommodaiedules. However,
they are not as useful for conveying system flowhay are for detailing
logic development and they are difficult to maintai
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Nassi-Shneidermann chart for bicycle assembly

DOWHILE there are containers

Open container

Stack parts

Assemble wheels

Finish assembly
Fig. 3.32

Nassi-Shneidermann chart for AP Cheque-printing loge

Read a record from invoice file

DOWHILE there are containers

Initialize totals to zero

Read a record from the Vendor mastel

DOWHILE vendor numbers e the sam
Is there a discount

T F
Calculate amount

of discount

Subtract from Print invoice

amount of invoice | line on stub
Add amount of invoice to total

Read an invoice record
Print date line on cheque

Print amount of invoice in words
Print vendor name and address

Fig 3.33
4.0 CONCLUSION
In this unit, you have learnt the basic tools usedystem requirement
specification and their various characteristicsyyhand when they are

used.

The knowledge of the tools discussed with you is thnit is very vital
to success of the job of a system analyst.
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5.0 SUMMARY

After the rigorous study on feasibility of a prdjethis study on system
requirement specification is necessary. For yus, have studied in the
unit DFD, Data Dictionary, and their various chaesistics. Next in
section 3.3you have studied HIPO with several examples.sdation
3.4 you have studied two important techniques, Denisiables and
Decision Trees with some examples. Finally youehaeen how to
make Warnier-Orr diagrams and construct Nassi-Sleneiann charts

6.0 TUTOR-MARKED ASSIGNMENT

1. What is a DFD?
2. State the seven rules that governs the constnuat DFD
3 (@) What is Data Dictionary
(b)  What are the rules that govern the constructibrdata
dictionary entries.
(c) Discuss the two types of data dictionary

4, Write short notes on the following
0] HIPO
(i) VvVTOC
(i) IPO

7.0 REFERENCES AND FURTHER READINGS

Analysis & design of information systems — JameSeéan, Mc-Graw
Hill Book Co. (1986)

Structured Analysis and Systems Specification — Tbe Marco,
Prentice Hall (1979)

The Practical Guide to Structured system DesigragePJones Mellir,
The Yourdon press (1980)

Managing the Structured Techniques — Edward Yourdbourdon,
Yourdon Press (1979)

NCC — Guide to Structured Systems Analysis & Dedigthod.

93



CIT 212 SYSTEMS ANALYSIS ANDESIGN

MODULE 2

Unit 1 Structured System Design
Unit 2 Input Designs and Control
Unit 3 Output System Design
Unit 4 File and Database Design

UNIT 1 STRUCTURED SYSTEM DESIGN
CONTENTS

1.0 Introduction
2.0 Objectives
3.0 Main Content
3.1 System Design Considerations
3.1.1 Design Objectives
3.1.2 Constraints
3.1.3 Processing Techniques
3.1.4 Operation
3.2 Design Methodologies
3.3  Structured Design
3.3.1 Major System Design Activities
3.3.2 System Interface Specification
3.3.3 Audit Consideration
3.4 Modulation
3.5 Design Process
3.6 System Specifications
3.7 Prototype Design
4.0 Conclusion
5.0 Summary
6.0 Tutor-Marked Assignments
7.0 References/Further Readings

1.0 INTRODUCTION

The systems objectives outlined during the feagjstudy serve as the
basis from which the work of system design is aé@d. Much of the
activities involved at this stage is of technicature requiring a certain
degree of experience in designing systems, sounowlkage of
computer related technology and thorough undersignof computers
available in the market and the various facilitipgovided by the
vendors. Nevertheless, a system cannot be designgalation without
the active involvement of the user. The user hadah role to play at
this stage too. As we know that data collectedndufeasibility study
will be utilized systematically during the systeresdyn. It should.
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However, be kept in mind that detailed study of ¢xésting system is
not necessarily over with the completion of the sfiedity study.
Depending on the plan of feasibility study, theeleof detailed study
will vary and the system design stage will alsoyver the amount of
investigation that still need to be done. Thigestigation is generally
an urgent activity during the system design as dbésigner needs to
study minute’s details in all aspects of the syste@ometimes, but
rarely, this investigation may form a separate estagtween Feasibility
Study and Computer System Design. Designing a sgstem is a
creative process which calls for logical as wellasral thinking. The
logical approach involves systematic moves towdre énd-product
keeping in mind the capabilities of the personmel the equipment at
each decision-making step. Lateral thought imp&éasompassing of
ideas beyond the usual functions and equipments i§ho ensure that
no efforts are being made to fit previous solutione new situations.

2.0 OBJECTIVES
At the conclusion of this unit, you should be atole

define the system design considerations

list out various design methodologies

know the brief outlines on structured design

explain modularization, computer system designcgse and
system specifications

° understand the importance of prototype design

3.0 MAIN CONTENT

3.1 System Design Consideration

The system design process is not a step adherdérdean procedures
and guidelines. Though, certain clear procedurek guidelines have
emerged in recent days, but still much of desigmkwdepends on
knowledge and experience of the designer.

When designer starts working on system design, iifage different

type of problems. Many of these will be due to stasns imposed by
the user or limitations of the hardware and sofévavailable in the
market. Sometimes, it is difficult to enumerate tomplexity of the
problems and solutions therefore since the vaoétykely problems is

SO great and no solutions are exactly similar. &Mav, following

considerations should be kept in mind during theteay designing
phase.
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3.1.1 Design Objectives

The primary objective of the design, of course,taes deliver the
requirements as specified to the feasibility repordin general, the
following design objectives should be kept in mind:

(@) Practicality

The system must be stable and can be opened byepedp average
intelligence.

(b)  Efficiency

this involves accuracy, timeliness and comprehemsss of the system
output.

(c) Cost

It is desirable to aim for a system with a minimoost subject to the
condition that it must satisfy all the requirements

(d)  Flexibility

The system should be modifiable depending on ttenging needs of
the user. Such modifications should not entaieesive reconstructing
or recreation of software. It should also be paeato different

computer systems.

(e) Security

This is very important aspect of the design andukhcover areas of
hardware reliability, fall back procedures, phys®ecurity of data and
provision for decision of fraud and abuse.

System design involves first logical design and nthphysical
consideration of the system. The logical desigscdbes the structure
and characteristics of features, like the outpmgsuts, files, databases
and procedures. The physical construction, whallows the logical
design, produces actual program software, filessawdrking system.
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3.1.2 Constraints

The designer normally will work under the followisgnstraints:

Hardware: The existing hardware will obviously
affect the system design.
Software: The available software (operating

system, utilities, language etc.) in the
market will constrain the design.

Budget: The budget allocated for the project will
affect the scope and depth of design.

Time scale: The new system may be required by a
particular time (e.g. the start of a
financial year). This may put a
constraint on the designer to find the best
design.

Interface with other systems: The new system mayire some data
from another computerized system or
may provide data to another system in
which case the files must be compatible
in format and the system must operate
with a certain processing cycle.

3.1.3 Processing Techniques

The processing options available to the designers a

Batch processing

Real-time processing

Online processing

A combination of all the above.

You are already aware of these techniques. Ituite gnteresting to
note, however, that a combination of these is oftemd to be ideal in
traditional data processing applications. Thigeases through-put of
the system as also brings down the response tiroalimie activities. In
most of the business applications, 24-hour daé&g¢gptable enough and
hence it is possible to update voluminous data affece-hours in batch
mode.
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3.1.4 Operation

Typically, the flow of data through a system hasrbshown in Figure
3.1. Throughout the design process as describ#tinext section, the
system designer must consider and specify the negents of each of
these operational areas.

User Data Data Output Action
Raising Preparat .| Validatio Processi Handling on
Input ion g n ng Output

Figure 3.1: Data Flow

3.2 Design Methodologies

The scope of the systems design is guided by #mdwork for the new

system developed during analysis. More clearlyngef logical method

for developing system that meets user requirembats led to new

methodologies that fundamentally attempt to dafdlewing:

- improve productivity of analysis and programmers

- improve documentation and subsequent maintenaand
enhancement

- cut down drastically on cost overruns and delays

- improve communication among the user, analystjgter, and
programmer

- standardize the approach to analysis and design

- simplify design by segmentation.

3.3 Structures Design

Structured design is a data flow based methodologhe approach
begins with a system specification that identifigsuts and outputs and
describes the functional aspects of the systene specifications, then
are used as a basis for the graphic representafibe. next step is the
definition of the modules and their relationship®he another in a form
called a structure chart, using a data dictionargl ather structured
tools.

Logical design proceeds from the top down. Genkaures, such as
reports and inputs are identified first. Then eechktudied individually
and in more detail. Hence, the structured desmytitpns a program
into small, independent modules. They are arramgedhierarchy that
approximates a model of the business area andgenized in a top-
down manner. Thus, structured design is an atteémpbinimize the
complexity and make a problem manageable by sutidiyiit into
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smaller segments which is called Modularizatiordecomposition. In
this way, structuring minimizes initiative reasagpirand promotes
maintainablgprovable systems.

A design is said to be top-down if it consists dfiararchy of modules,
with each module having a single entry and a simylié subroutine.
The primary advantages of this design are as faliow

- Critical interfaces are tested first.

- Early versions of the designs, though incompletes useful
enough to resemble the real system.

- Structuring the design, parse, provides contnodl amproves
morale.

- The procedural characteristics define the ortiat tetermines
processing.

3.3.1 Major System Design Activities

Several development activities are carried outrdustructured design.
They are database design, implementation plannBygtem test
preparation, system interface specification, aret decumentation.

(a) Database design

This activity with the design of the physical daiab. A key is to
determine how the access paths are to be implethente

(b)  Program design

In conjunction with database design is a decisiorth@ programming
language to be used and he flowcharting, coding dabugging
procedure prior to conversion. The operating systémits the
programming languages that will run on the system.

(c) System and program test preparation

Each aspect of the system has a separate tesrtamgmt. System
testing is done after all programming and testirgg @mpleted. The
test cases cover every aspect of the proposedtsyattual operations,
user interface and so on. System and programegsirements become
a part of design specifications — a pre-requisitenplementation.

In contrast to the system testing is acceptandenggswvhich puts the
system through a procedure design to convince ther that the
proposed system will meet the stated requiremédseptance testing
is technically similar to system testing but pobily it is different.
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Acceptance testing is conducted in the presenceéhefuser, audit
representatives, or the entire staff.

3.3.2 System Interface Specification

This phase specifies for the user how informatioousd enter and leave
the system. The designer offers the user variptisrts. By the end of
the design, formats have to be agreed upon sartaetiine-machine and
human-machine protocols are well defined prior nagplementation.

Before the system is ready for implementation, uBBumentation in

the form of a operator’s manual must be prepandte manual provides
instructions on how to install and operate the eaysthow to provide

input, how to access, update, or retrieve inforamthow to display or
print output, in what format, and so on.

3.3.3 Audit Consideration

A well designed system should have controls to engroper and
routine auditing. A proposed system’s failure oftesults from a lack
of emphasis on data control. When designing tlstegy, standards of
accuracy, consistency, and maintainability must d$ecified to

eliminate errors and control for fraud. A systeesidgn introduces new
control elements and changes the control proceduresa manual

system, internal control depends on human judgenparsonal care,
and division of labour. In a computer-based systdma number of
persons involved is considerably reduced. A sofwaackages is an
effective substitute for human judgement in prorgssoutines and
error checks.

3.3.4 Audit Control and Documentation Control

An important function of system controls is to po®/an audit trail. An

audit trail is a routine designed to allow the gsgluser, or auditor to
verify a process or an area in the new systema nmanual system, the
audit trail includes journals, ledgers, and othecuinents that the
auditor uses to trace transactions through theesysin a computerized
system, record content and format frequently makkfficult to trace a

transaction completely. The systems analyst meigaimiliar with basic

auditing or work closely with an auditor to ensareeffective audit trail

during the design phase. For auditing a systena iproper way,

documentation is required. Documentation is thesbtor the review of

internal controls by internal or independent augitolt also provides a
reference for system maintenance. Analyst takegfloime in preparing

the documentation.
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Thus the main aim of auditing is to check that oalstbuilt into the
design of proposed systems ensure its integrityiditAconsiderations
must be incorporated at an early stage in the syd@/elopment so that
changes can be made in time.

3.4 Modularization

In structure design (already explained in sectioB) & program is
segmented into small, independent modules. Thesearaanged in a
hierarchy that approximates a model of the businees and is
organized in a top-down manner with the detailsashat the bottom.
Thus, in structured design, we try to minimize tteemplexity of the
problem and make it manageable by sub-dividing nio ismaller
segments which is called modularization or decontipos This has
been shown in Figure 3.2.

Journals

Figure 3.2: Decomposition — A Framework

SELF-ASSESSMENT EXERCISE

I Name the five objectives of system design.

. List out some of the constraints under whickyatem designer
has to work.

iii. List out various processing techniques.

\2 What do you understand by structured design?

So, structured design arises from the hierarchic&w of the
application. The top level as shown in the Fig8r2 shows the most
important division of work; the lowest level at thettom shows the
detalils.
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3.5 Design Process

The computer system design process is an exerciseeoifying “how”
the system will work. It is an iterative procedssieh is based on “what”
the system will do as shown in the feasibility ngpo

Mainly, following five parts have been included time system design
process:

0] Output design

The starting point of the design process is thepg@rdknowledge of
system requirements which will normally be conwérie terms of
output.

(i)  Input design

Once the output requirements have been finalizesl,next step is to
find out what data need to be made available tosylstem to produce
the desired outputs. The basic documents in wkiease data are
available need to be identified. If necessaryseh#ocuments may have
to be revised or new documents may have to beduted.

(i)  File design

Once the input data is captured in the systemetimay have to be
preserved either for a short or long period. Traea will generally be
sorted in files in a logical manner. The designél ave to devise the
techniques of storing and retrieving data from é¢hf@ss.

(iv)  Procedure design

This step involves specifications of how processiily be performed.
In this, there are two aspects:

- Computer procedure
- Non-computer procedure

The computer procedure will specify what functiavi§ be carried out
on computer, what will be different programs andvimat sequence the
programs will be run. The non-computer procedwék specify the
manual procedures for feeding input data, receiouguts etc.
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(v)  Control design

The control design indicates necessary procedutashwwill ensure
correctness of processing, accuracy of data, timetgut etc. This will
ensure that the system is functioning as per plan.

Generally, these steps as mentioned above aredepemdent and some
of them may have to be used together and travense times until a
satisfactory design is prepared. It is just like situation of “Two-step
forward-one step backward” kind. In the Figure @8 have tried to
present an ideal situation about the progress pfogect. But this
situation occurs rarely in day-to-day life. Mosttloe time progress of a
project takes different shape which is shown iruFeg3.4.

v
v
v
v

Study Design Construction Implementation
(Analysis)

Figure 3.3: “ldeal” project Progress

D ) > C
-*- . : - .
Study (Analysis) " Dwesign Construction Implementation )

Figure 3.4. “Reality” of Project _Progress

The system design process is, therefore, an inieeaprocess where
decisions made or changed at one step will haveipgle effect” on

other steps. For example, if an output report ediffred, it may

necessitate changes in input design, file desigincantrol design.

In designing a system, if one tries to design depérsystem, it is his
wrong conception. He may perhaps land up withystesn at all. What
is to be aimed at is the most satisfactory andaiperdesign of a system
and then gradual improvements over time.
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3.6 System Specifications

The result of the system design process is a dotukm®wn as “system
specifications”. The complete details of desigrowbthe proposed
system have been included in it. It serves asuapbint and helps in
developing and implementing the new system. Tlg® &dorms the
primary documentation on which the system maintgrpersons will
fall back upon after the system is in use. Later this document is
normally divided into different parts for easy mefiece. Thus we get
system manual, user manual, operational manuahceSihe system
specifications are prepared as a plan, it becoom@etimes necessary to
modify it after taking into consideration the piaat difficulties or
bottlenecks or errors found during later stagedeselopment. System
specifications should include all the details neaeg to implement the
system and to understand the whole working of yiséesn.

3.7 Prototype Design

Prototype is a working system that is developedtest ideas and
assumption about the new system. Like any comyh#sed system, it
is the first version of an information system —aaiginal model.

The prototype is actually a pilot or test modek isl designed to be
changed. Information gained through its use idiegpggo a modified

design that may again be used as a prototype &alstill better design
information. The process is repeated as many tiasesecessary to
reveal essential design requirements. In gengrediotypes are
considered to be most useful under the followingdaions.

° No system with the characteristics of the one psed has yet
been constructed by the developers.

° The essential features of the system are onlyigigrknown,
others are not identifiable even through carefullysis of
requirements.

° Experience in using the system will significardlyd to the list of
requirements the system should meet.

° Alternate versions of the system will evolve thgbuexperience
and additional development and refinement of igdufiees.

° The system users will participate in the developinpeocess.
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The underlying principle of prototype is as listezlow:

° Users can point out features they like or diskkel so indicate
shortcomings in an existing and working system neagly than
they can describe them in a theoretical or proposgstem.
Experience and use produce more meaningful comriremt
analysis of charts and narrative proposals.

° Systems prototyping is an interactive procesgndy begin with
only a few functions and be expanded to includerstithat are
identified later. It may also start with what bathalyst and user
believes is a complete set of functions that mapaed or
contract through use and experience.

Typically, these are the steps in the prototypiracess:

° Identify the user’s known information requirementsl features
needed in the system.

° Develop a working prototype

° Use the prototype, noting needed enhancementschadges.

These expand the list of known system requirements.

° Revise the prototype based on information gaimedugh user
experience.
° Repeat these steps as needed to achieve a satigiacstem.

At these steps suggest, prototyping is not a &mal-error development
process. Before starting the system design wosler and system
analyst sit together and discuss to identify thgurements. These
discussions form the basis for the constructiothefprototype. System
analyst is fully responsible for the development thie working
prototype.

4.0 CONCLUSION

In this unit, you have been taken through the wariparts of the system
design process and how to generate the bluepriat Helps in
developing and implementing the new system.

Also you have learnt how to design a prototype, féatures and

advantages, underlying principles and the basipssta prototyping
process.
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5.0 SUMMARY

The role of system analyst is considered to be \&@gyificant in
designing of system. During this stage, he apgiissunderstanding of
the procedures and converts them into an effiggstem. The design is
a solution-translation of requirements into waysrafeting them. The
design phase focuses on the detailed implementatfothe system
recommended in the feasibility study. Emphasisofs translating
performance specifications into design specificetioThe design phase
is a transition from a user-oriented document tmeument oriented to
the programmers or database personnel. Systemndissnot an exact
science like programming where a set of instrustisould lead to a
desired result. As the subject involves lot okrattion with the users,
it has to be flexible and dynamic to meet the changeeds of the
usersover a period of time.

6.0 TUTOR-MARKED ASSIGNMENT
List out the various parts of system design @ssc

1.
2. Define “system specification” briefly.
3 What do you know about “Prototype Design”?
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6.0  Tutor-Marked Assignments
7.0 References/Further Readings

1.0 INTRODUCTION

Once the analysis and design of the system has dwsen it would be

necessary to identify the data that are requiretbdoprocessed to
produce the outputs. Input is one of the most espe phases of the
operation of a computerized system and creates tsngge a major

problem. Different type of problems with a systean usually be

traced back to faulty input design method. Needtessay, therefore,
that the input data are the lifeblood of a systewah laave to be analyzed
and designed with utmost care and consideratioputidesign features
can ensure the reliability of the system and gaeeararrect reports from
the accurate data. The input design also deteamwieether the user
can interact efficiently with the system.

2.0 OBJECTIVES

After studying this unit, you should be able to ersfand the following:

° Importance of input design for producing the correport.

° Criteria for selecting the most appropriate inpoéthod and
medium for an application.

) Development of a system for validating input toc@mputer
application.

° Preparing layout for terminal screens.

3.0 MAIN CONTENT

3.1 Processing Transaction Data
Transaction System:

The transaction processing system keeps recordsutine business
activities, follows standard operating procedusas] does not require
complex decision-making. These systems also deperatcurate and
detailed data and must be able to process largemas of data in short
periods of time. Examples of transaction system accounting,

inventory, sales-order entry, banking and airlieservation systems.
All of these applications follow a transaction -e@essing cycle, which
begins by entering the data, continues by procgstwe data, and
concludes by presenting the output. Data can terexhinto a computer
system in many ways. At a bank, customers carr émd@ transaction
through an automatic teller terminal. At a supekef prices may be
read by an optical scanning device. At a traveénag, airline
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reservations are entered through a terminal. Riégss of the method
used, the data must be entered accurately as weffigiently. Once
the data have been entered into a transaction nsyste must be
processed. Mainly there are two ways of procesHiegdata. One is
batch processing and the other method is onlinegssing.

3.1.1 Batch Processing

In the batch processing the data are collected fywven period of time,
and the resulting “batch” of data is processed a&ngle job. Batch
processing is useful when most of the records lexrge database must
be processed at the same time.

Many organizations also use batch processing msthod billing.
Telephone, gas, electric, and cable TV compana@sgXample, prepare
their bills using batch processing. Even Payrdikethher processed
weekly, or monthly — is almost handled through baimocessing.

3.1.2 Online Processing

Although batch processing is still used for sompliaptions, today an
increasing number of companies choose online tclimsaprocessing
system. Online systems can reduce data-processsig, offer better
customers service, and provide a strategic advargagr competitors.

In online systems, data are processed instantth&®y_PU. As a result,
whenever a user wishes to enter or access data,retpeest is
accommodated within a few seconds. Unlike bathcgssing, each
request is processed individually — there is naingiwhile groups of
request are batched and processed together. Bystems are thus,
preferred when selected records must be processety aingle point of
time or when the user and computer system mustictte

Because online transaction-processing systemsaaass data instantly
and because many transaction systems must accortendaiage

volumes of data, larger systems generally inclueleal disk drives
with capacities of several billion bytes of datalapes and optical
storage, if used at all, serve as a backup medsianing additional

copies of the data in the event that those storedlisk are lost or
damaged.

But an OLTP (ONLINE TRANSACTION PROCESSING) systénat
brings data within instantaneous reach can alsbbreaks down, brings
many of an organization’s activities to a screenradf. Imagine the
consequences of the failure in a bank deposit systdot only would it
be difficult, if not impossible, to continue sergircustomers, but the
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cost to the bank for even a few hours of servigerraption could be
very high. Because many organizations have becmdependent on
OLTP systems and because failures can be dranbatidesruptive,
some firms have chosen to purchase fault-tolerantptiter systems.
These systems use additional hardware and softt@arelp avoid a
system failure. One key ingredient is the use igk dnirroring, a
scheme in which the system maintains a mirror imaigeritical disk
data on two physical separated disk drives. Whendsata are entered
into the system, they are automatically entered lttth devices, in the
event of a disk failure, the system will automdticaetrieve the data
from the working disk. In addition, fault-toleracwmputer systems can
through hardware and software, circumvent portiohthe hardware if
the electronic circuitry breaks down. Two other portant
characteristics of an OLTP are its multi-user andiltintasking
capabilities. A multi-user, OLTP serves many useexh executing a
different JOB, at what appears to be the same tifRer example, it
allows several people to sit at terminal scattetbtbughout an
organization and work on problems that may be ltotatrelated to one
another. One user may be entering accounts rdies/dransactions,
another may be entering accounts payables; andird thay be
producing an inventory report. Each user hasrimession that no one
else is using the system, thanks to complex onfiperating system
software that keeps the separate uses of the syssemtangled.

3.2 Elements of Input Data

Inaccurate input data are the most common causerrofs in data
processing. Errors entered by data entry operatnsoe controlled by
input design. Input data are collected and org&hinto groups of
similar data. Once identified, appropriate inpwgdm are selected for
processing.

3.2.1 Input Data
The goal of designing input data is to make datayess easy, logical

and error-free as possible. In entering data,aipes need to know the
following:

. The allocated space for each field.
. Field sequence, which must match that in the sodmcement.
. The format in which data fields are entered; foaraple, filling

out the date field is required through the editmuniat mm/dd/yy.
When we approach input data design, we designdhece documents

that capture the data and then select the medth tosenter them into
the computer. Let us elaborate on each step.
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3.2.2 Source Documents

Source data are captured initially on original pape a source
document. For example, a cheque written againacaaunt is a source
document. When it reaches the bank, it is encodéd special
magnetic ink character recognition (MICR) so thatan be processed
by a reader that is part of the information systérine bank. Therefore,
source documents initiate a processing cycle as asdhey are entered
into the system. Source documents may be entetedhe system from
punch cards, from diskettes, or even directly tgtothe keyboard. A
source document may or may not be retained in tbpgsed system.
Thus, each source document may be evaluated irs tefrm

- its continued use in the proposed system.
- the extent of modification for the proposed syste
- replacement by an alternative source document.

A source document should be logical and easy tenstahd. Each area
in the form should be clearly identified and shosjcify for the user
what to write and where to write it. For exammefield as simple as
date of birth may be written in four different ways

5 December, 1994

Dec. 5 1994

12/5/94

5/12/94 (European style)

Unless it is clear in a source document that tvgitslare allowed for the
month, day, and year (MM/DD/YY), we could expect clsu
combinations of responses.

3.3 Input Media and Devices

Source data are input into the system in a var@dtyways. The
following media and devices are suitable for operat

(@) Punch cards are either 80 or 96 columns widata are arranged
in a sequential and logical order. Operators ugeypunch to
copy data from source documents onto cards. Tleians that
the source document and card design must be coedide
simultaneously.

(b)  Key-to-diskette is modelled after the keypungtocess. A
diskette replaces the card and stores up to 325600&@cters of
data — equivalent to the data stored in 4050 pwacts. Like
cards, data on diskettes are stored in sequencenabdtches.
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The approach to source document and diskette désigimilar
to that of the punch card. Data must be in sequand logically
cohesive.

(© MICR translates the special fonts printed ingmetic ink on
checks into direct computer input.

(d) Mark-sensing readers automatically convert pentarks in
predetermined locations on a card to punched lmiethe same
card.

(e)  Optical character recognition (OCR) readerssarelar to MICR
readers, except that they recognize pencil, inkharacters by
their configuration (shape) rather than their maigneattern.
They are often used in remote location as freedatgninput
preparation devices or direct input media to thetesy.

) Optical bar code readers detect combination nudrks that
represent data. The most widely known systemaslthiversal
Product Code (UPC), which codes retail items inresto
Automatic tag reading is a major breakthrough ieesjing up
customer service and eliminating costly data ingubrs at the
point of sale. It is virtually impossible for tlsale clerk to enter
incorrect merchandize information such as departraed class
type data. Automatic tag reading is the ideal weagollect unit
inventory information fast, accurately and econainc

(g) Cathode ray tube (CRT) screens are used foneomlata entry.
CRT screen generally display 80 characters simedtasly on a
television-like screen. They show as many asr&klof data.

In addition to determining record media, the anatgast decide on the
method of input and the speed of capturing andrieigtéhe data into the
system. Processing may be batched (a group ofdedmndled as a
unit), online (records processed directly), seqgaé(®orted records), or
random (unsorted). For example, magnetic tape b®aguitable for

batch sequential processing, whereas diskettesidaa for online

processing and random inquires.

3.4 Input Device Guidelines

The design of input play very significant role ietgng the correct
output. It covers all phases of input from creatiof initial data
(original recording) to actual entering that data the system for
processing. The input design is the link that tiesinformation system
into the world of its users. Some features of desmgy vary depending
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on whether the system is batch-oriented or onlidere, we will discuss
the various objectives of input design. They foons

- Controlling amount of input
- Avoiding delay

- Avoiding errors in data

- Avoiding extra steps

- Keeping the process simple.

Each of the five objectives of input design is fiyieliscussed below:
3.4.1 Controlling Amount of Data

An effective design controls the quantity of data fnput for the
following reasons:

Firstly, data preparation and data entry operatidegend on people.
Since labour costs are high, the cost or prepaaimd) entering data is
also high. Itis quite evident, then, that redgadata requirements mean
lowering costs through reduced labour expense. oy, the input
phase of computing can be a slow process and take times longer
than that needed by computers to carry out thelksta In fact, the
computer itself may sit idle until data is preparadd input for
processing. By reducing input requirements, thayesh will speed the
entire process from data capture to processingawige results to users.

3.4.2 Avoiding Delay

When processing is delayed owing to data preparaticdata entry, the
cause is called a bottleneck. Avoiding bottlenegken designing input
should always be one of the objectives of the ataly

3.4.3 Avoiding Errors in Data

The third objective deals with errors. In one segrbe rate at which
errors occur is dependent on the quantity of d&ace the lower the
amount of data that is inputted, the fewer the ojpdties for the error
to occur.

Firstly, the analyst can reduce this number by cedpthe volume of
data that must be entered for each transaction.

Secondly, the analyst can also affect error ratesmperation through

design. The manner in which data must be enteegdreduce the
chance of errors.
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Still, a third aspect of error control is the needletect errors when they
do occur. Checks and balances in the data entigrgms, called input
validation techniques, also detect errors in input.

3.4.4 Avoiding Extra Steps

Sometimes the volume of transactions and the amamintdata
preparation or data entry jobs resulting from theamnot be controlled.
For example, in bank cheque processing runs oairgel retail sales
firms, the number of transactions to process rurie the tens of
thousands.

When the volume cannot be reduced, the analyst beusure that the
process is efficient. The experienced analyst &lBo avoid input

designs that cause extra steps. The effect ohgavisingle step when
feeding details of cheque into the banking processiultiplied many

times over in the course of a working day. Sdesdddition of a single
step.

3.4.5 Keeping the Process Simple

Perhaps the best advice to achieve all of the tiagscmentioned in the
simplest manner possible. The best-designed syf#iethe people who

will use it in the way that is comfortable for theand at the same time
it provides the error control methods managemegte@able to the

users. In contrast, one will have to work to gedrago accept complex
or confusing input design, and there is no guaehte will succeed in

installing and running complex system. So it isvisable to avoid

complexity when there are simple alternatives.

3.4.6 Major Concerns Regarding Input

Important points to be considered here are asvistlo

- What input is needed?

- How and where is the input created?

- How should the source documents be designed?

- What format should be used for the input records?

- What medium should be used for recording thethpu
We will discuss each of the major input concernsfly

The Input Needed

The input needed for any program is determinedhleyautput desired.
The analyst must ask the following questions. Whé&brmation is
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already in the master file or database? What eonstata is required
that can be entered from some type of control d&&dWhat information
must be supplied by using some type of transadile® What data
should be stored in and accessed from tables? Wioamation can be
calculated by the program?

Anytime the use of a transaction file is being ¢oesed, or the data is
to be entered from a terminal, the analyst mustkheach filed to

determine whether the data is already in a maskerof might be

included in a table. The analyst must be concethatall of the data
required to produce that output is entered intoptagram in the most
efficient and cost-effective manner.

How and where data is generated

How the data is generated, and where it is gergrhtes a direct impact
on a number of other questions. In a cost-accogrgystem, much of
the data is generated when material is put intalycbon. The analyst
should attempt to provide a reliable means of ergedata directly into

the system from the factory. Data collection devioe special terminals
can be used to enter some of the data.

In a retail sales system, a type of scanner devi@Gar Code Readers
may be used to read price tickets. When charges sak made, special
readers are available that make it possible tothuselata stored on the
customer’s charge card. Whenever possible, the ah&eeping of data
should be eliminated. In a retail sales applicgttbe only variable data
that a clerk might need to key in on a Point ofeS@0OS) Terminal
having special key for various item categoriehes quantity of a given
item that is purchased. For processing of elattrimlls, the computer
system itself first generate an input sheet coirtgiHome Number-
wise table covering from street to street the qustodetails — Meter
No. Reading of Last Cycle, Type of Customer — Ddm&sharitable
Society/Govt./Business keeping the single fieldnklaresent meter
reading. This input sheet facilitates the MeteadRe to enter single
blank entry after verifying corrections in othetwans of table.

Railways Reservation System presents an input scesaply on
entering the Train code, Travel Class and Daterajel wherein if
reservation is asked, the clerk has to enter pgsssndetails almost in
same way as given by the reservation slip.

In large Tea Gardens of Assam spread over sevéoahdtres, Hand
held terminals in Mobile Vans are used to enter Rdacker’'s code and
weight of leaf plucked on daily basis moving fromegyarden to another
and entire data is updated returning back to CoenpGentre which
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generates weekly payment reports for forced workard next days
schedule for labour deployment in new gardens.

Designing the Source Document and the Input Format

The format for the input records and the sourceudwmmnts should be
determined simultaneously.

The source document can be designed as soonsadatarmined what
data is needed and where and how it is to be ehiate the system.
The analyst should work with the data entry sugenvi The design of
the documents should permit the personnel recottieglata to do so as
early and as rapidly as possible. Check boxedearsed, which reduce
the time needed to fill out documents and minimigeording errors.
Take the case of Electricity bills. It has twortpa First is called
‘MAIN’ on which cash/cheque receiving clerk entetise amount
received with details including the date and haomvkr to the customer
as a payment made by him. The second is calletW®Wwhich are
bundled together on day end and sent to Computatr€dor data
update of payments received from the customerdutore accounting
for ease in transcribing data into a machine pedte form, the
locations for each field with the record should $@ecified on the
documents. Identical design of some document ataded Data Entry
Input screen facilitates Data Entry Operators tieredata at high speed
since locations of data to be read are easily icint

The input record should be designed so that the éibdata on it is the
same as on the source document. This decreasdsniheneeded to
record data and also reduces errors.

The input format must be designed concurrently wite source
document. The factors that must be consideredem@d length, field
size, use of codes, and the relationship of theceodocument to the
input record. When a terminal is used to makect@nges or to add
new customer to the file, a formatted screen shdaaddesigned that
looks very much like the source document. Theratpe fills in the
blank and these may be used to indicate the nuwibehnaracters that
can be entered in much the same way the form wobeldilled in
manually.

The analyst must understand the characteristitheoflata entering the
system and determine the field size that shouldseel. For example, if
each customer is assigned a number and the firm nasv 9,945
customers, the analyst should allow five posititorsthe filed. If five
positions are not reserved for the field, as sawB®4 more records are
added, the field will not be large enough to hanblke account number.
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Filed sizes are usually determined by studyingohisal data, projecting
future needs, and purchasing for growth.

Input Method

An input method that requires a minimal amount atadconversion
should be selected. If punched-card recorders-fkencher), diskette
recorders, key-to-key tape recorders, or termimal wsed, the data is
usually recorded on a source document and thersféaad to the

machine-processable medium (cards, diskettes, wipk, or directly

into a transaction file). In case of process aanthowever, these
media-based program directly control the targethmss.

3.5 Input Verification and Control

If incorrect data enters the system, it is usuadlyy costly to make the
necessary corrections. Also, how expensive woulieito have your

operator record a quantity of 100 rather than XGafshipment of sports
cars? The shipping charges for sending the catheiccustomer and
then of having them returned would be one of th&sco While the 90

extra cars were in transit, they would not be add to other customers
(which could result in a lost of sales) or coulddaamaged. There are
many methods which are commonly used to verify dattering the

system as input. Some of them are:

3.5.1 Key Verification

A second operator re-keys the data already recordétiis method is
used for verifying data recorded in punched canmdsrodiskettes and
magnetic tape. Then two floppies are comparedotoect record by
record which mismatched during comparison afterfyiag, from the

original documents. This is most effective methused by Computer
Service business for data validation.

3.5.2 Use of Self-Checking Numbers

The computer can be programmed to reject numberts itave been
transposed or have one or more wrong digits. Clukghks or self-
checking number routines can be effectively usednfiembers in a
series, such as student roll numbers, account msmpart numbers, or
invoice numbers are popular for such jobs.
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3.5.3 Visually Displaying an Identifying Characterstics

When using a terminal, a part number is enteredpl@yed in the VDT
is the description of the part, which is then viguaonfirmed by the
operator.

3.5.4 Hash Totals

Sometimes numbers are added to produce a mearsrigkasd called a
hash total. For example, totalling is made of goantity of all items
purchased. When the records are entered and pestdbe hash total is
compared to the original total. If the two totatgree, it is an indication
that all quantities were entered correctly andeadbrds were processed.

3.5.5 Checking between a Range of Numbers

The numbers on the orders being processed on a ga should fall
between, say, 4999 (the last number from the pusvitay) and 6001
(the next order number that will be on all of thders processed by the
next day). If the order number recorded on thetmpcord does not fall
within that range, an error message will be geedrat

3.5.6 Reasonableness Test

Based upon past history, some input can be chetkeske if it is
reasonable. For example, because of long-staraingpany policy, it
is unlikely that any employee will have more th&hburs of overtime.
If more than 20 hours of overtime are recordednieaployee’s current
transaction record, an error message will be gésdras the data is
being edited.

Similarly in ‘Date of Birth’ field, it is checkedhait no date is more than
31, month number is more than 12 and the year ismwoe than the
current year or current year minus minimum ageqpiiesd.

3.5.7 Verification and Codes
The pay and fringe benefits are calculated for eyg®s based upon
their payroll status. Assuming that the valid w$atode must be either

an H (hourly), S (salaried), T (trainee), or a Rrfgime), an error
message would be generated if the code used wasndtS, T, or P.
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3.5.8 Verification of Data Type

Some input fields should contain only numeric dakele others should
contain only alphabetic data. The fields can béeddo make certain
that only the right type of data is recorded inrefeld.

3.5.9 Verification that Certain Combination of Data Exist

For example, all students may be coded with eigh®f or a V. The V
denotes a non-work-study student while the W inegahat the student
is on work-study. The only valid account numbess & work-study
student are 2155 and 2156. Any other account nufobea W-coded
student is invalid.

3.5.10 Sequence Check

If the numbers in the source documents are saréklze documents are
in order, the input records will also be in numakisequence. A check
can be made by the program to determine whethereibards are in
either ascending or descending order.

SELF-ASSESSMENT EXERCISES

I List the various input devices for feeding tlavrdata into the
system.

. Explain briefly the objectives of input design.

iii.  List out the methods commonly used for inpw@rification and
control.

3.6 Data Dictionaries

Data dictionary stores description of data itemd stnuctures as well as
systems processes. lItis intended to be usedderstand the system by
analyst who retrieves the details and descriptibatores. He takes the
help of data dictionary during system deign, wheforimation about
such concerns as data length, alternate namesdg)iand data use in
particular processes must be available. The datewhries have also
validation information in storage to help the asalyn specifying
control in system’s acceptance of data. The dietip also contains
definitions of data flows, data stores and processBata dictionaries
can be developed manually or using automated sgsteAutomated
systems offer the advantage of automatically produdata elements,
data structure and process listings. They alstopercross-reference
checking and error detection. Automated dictionagstems are
becoming the norm in the development of computdorimation
systems. For further study about data dictionplgase consult Unit 4
of Module 1.
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3.7 How to Layout Terminal Screen

Software is available that make it easy to layoatesns. The
programmer keys in the required format on the sgrgeves the format
a name and then stores the format in a file. Wenthe format is to
be used as a display in a program, it can be caikedthe program by
using its name. A programmer can also create alisptreens within a
program.

3.7.1 Designing of CRT-Input Display Screen

Special considerations are needed for input design online
environments. The analyst must design CRT scrdeatstéll the user
what to do and what steps to take next in a watyishlrief, yet easy to
understand. Menus are often used to present optionsers and data
fields are marked to show their length while tellithe user where to
enter the data. Data entry in online systems ialdlodes the ability to
edit data. In each of these cases, valid entriest ine identified and
communicated to programmers so that they develepstiftware to
accept correct entries and reject those that asdith

3.7.2 Basic Rules for CRT-Input Display Screens

There are a few basic rules that must be followeddisplaying
information on a screen. The important pointsimember are:

° Clear the entire screen between formats. Thewsuslly a “clear
screen” command that can be used.

° Format the output so that it is easy to read. déxaimple, don't
clutter up the screen with unnecessary informatioAlways
display directions or error messages in the saraeepbn the
screen, and leave space between items so thatftrenation is
easy to read.

° Prevent scrolling. Unless delays are coded intogmams,
information is displayed on a VDT faster than mpsbple can
read. One screen of information should be displegtea time.
When the operator is ready, a specified key is elgmd and a
new screen of information is displayed

° Don’t overuse colour. Often monitors that dispiafprmation in
colour are used for terminals or for microcomputef3arefully
controlled use of colour can make the informatiororen
understandable, uncontrolled use of colour addfusam.
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° Be consistent. For example, all instructions rnaydisplayed at
the bottom of the screen.

° Develop and use simple conventions such as haungperator
enter a ‘I' or ‘Y’ for a positive response to a @gtien or a
statement.

° Make certain that all directions are clearly date

° Test all screens. Have someone totally unfamwiéth the

program to lead the program and enter the requietd without
using the help option before same is released coaiafig.

3.8 Major Concerns Regarding CRT-Input Screen Desig
Major concerns regarding CRT — input screen desigass follows:

° Ease of use

° Improved processing speed

° Menu driven screens

° Emphasizing information on display screens
° Colour use in screen design

° Colour selection

° Editing through display screens

We will discuss each of them below:
3.8.1 Ease of Use

One of the most common approaches in designing-teasye CRT
screen displays is the fill-in-the-blank approaciihe analyst simply
formats the initial input display so that all theqjuired data elements are
clearly labelled and a space is provided for dataye The display
should be aesthetically designed and all descrniptaind error messages
should be meaningful in clear statements. In ov@rds, care should
be taken to avoid symbols and over abbreviations.

3.8.2 Improved Processing Speed

Some of the ways to reduce data entry requirenieclisde:

- Designing the screen display so that responsebeabbreviated
example, entering “Y” instead of “Yes”

- Designing the screen format so that the ordedaif entry is

consistent with the business transaction. Thitufeaeliminates
unnecessary “tabbing” around the screen.
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- Designing the screen format so that data canHaged are
“unprotected” and data that cannot be or shouldbeothanged
are “protected”.

- Using program function keys, which are availaimemany of the
sophisticated terminals and can literally triggertransaction
when a single button is pushed.

- Using terminals that have additional applicatspecific features
(for example, a number pad can be helpful for aocting
systems. Point of Sale Terminals in Hotels, Sl§@aaars etc.

3.8.3 Menu Driven Screens

Since online systems provide several input and ggsing options to
users, a method of showing the options the userct@ose from is
needed. Menus serve this purpose. A menu iseesaf information
displayed on the CRT that shows the user what immetcan be
performed and how to select them.

Menus that provide selections to users in a toprdfaghion ensure that
systems are easy to use, while making the choicehatt to do next
should be a simple procedure. The system leadsidke through a
series of decisions until the correct procedurselscted. For instance, a
narrative dialogue to lead someone through thessiepediting sales
budget data would probably sound something like thi

- You are using the sales system. Which functioryaolo wish to
select? (The user depressed “3” for the EDIT MENtion
shown on the main screen.

- You have selected the edit option from the magmm Which of
these editing options do you wish? (The user dsge “l” for
the EDIT BUDGET option shown on the edit menu.

- You have selected the edit budget option from é¢bd& Menus
accomplish the same thing with few words. This/lg/ analysts
and users alike prefer them to write instructionshe display of
narrative information on the screen. Notice theluttered look
of the screen, even after all headings and optwasdisplayed.
It would be difficult to preserve the easy-to-redidplays if the
narrative above was shown instead of the menumptio
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3.8.4 Emphasizing Information on Display Screens

Often the analyst will use features built into haage and software to
call information or messages to the attention adrsis For example,
error messages or reports of acceptable actionsh (as submitting
invalid data or asking the system to perform a fiamcnow expected by
the program) are best displayed by using one oftebhniques listed
below. Likewise, when the user enters data for ggsing, the analyst
may display a message informing the user the dasableen accepted
and processing has begun.

The methods of emphasis that many systems offer are

- Blinking

- Underlining

- Increased/reduced light intensity

- Inverse video (black letters on light screen)

3.8.5 Colour Use in Screen Design

When large amount of information must be preserdada display

screen, the analyst may use colour to provide bedteicture and

meaning to the information. Related items can ibd together by

colour so the user can spot then more quickly. iRstance, a report
showing sales, costs, and profits for various megimay be presented
using colours to show each type of cost acrossrtiapats.

If properly used in the design, colour will assidte user in
understanding information on the screen, deterrgimimat steps are
valid, and reducing errors.

Colour has four primary uses (1) identifying vatigerations the user
can carry out (2) typing related data together (8yhlighting
information about organization performance and ¢djnmunicating
messages about system performance.

3.8.6 Colour Selection

Colour meaning is lost if they are used improperlyf excessive colour
is used. No more than four colours can be quioktpgnized by users.
The most useful colours are red, green, yellow lsind. Contrasts are
most effectively presented through the colour pairsed and green,
yellow and blue, or white and blue.

Colour can be effective when there is a reasontdanse. However, if
the analyst specifies colour only for the sake a@buar, the impact of
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information may be lost through the distraction caflour.
utilization must be carefully planned. The relatigontrast/order of
legibility amongst most popular colour ways and baekground have
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been shown in the tabular form as given below:

Order of Legibility Printing Colour Background Colo ur
1 Black Yellow
2 Green White
3 Red White
4 Blue White
5 White Blue

6 Black White
7 Yellow Black
8 White Red

9 White Green
10 White Black
11 Red Yellow
12 Green Red
13 Red Green

Thus its

3.8.7 Editing Through Display Screens

Editing refers to any changes made to records dhatstored in the
system or that have been submitted for processih@dve not yet been
stored. Editing also includes deletion of records.

To design an edit function, you must first provadevay for users to tell
the system which record of data they wish to eflieleting records in
online systems requires the analyst to provide @ f@a the users to
indicate the proper record, as well as instructimg system that the
transaction is a deletion.

Two ways are common. The first allows the useddpress a key that
instructs the system to delete the current recarthe screen. The other
way analysts build delete procedures, asks thetasdentify the proper
record by entering the record key (such as item bmrjnand then
depressing a key telling the system to deletedherd.

Both methods are common, although the first on@rederred since the
user views the record before telling the systeuetete the record.

4.0 CONCLUSION
In this unit, you have learnt how to design theuinipto the new system

by following the various input design guidelinesheT input into a
system determines the output from the system thexdehere is need to
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verify and control the input into the system whistwhy you have been
taken through the various methods of input verifc@aand control.

Also you have learnt about data dictionaries and twodesign the CRT-
input screen since that is the most common meagettihg input into
the system in a transaction processing system.

5.0 SUMMARY

In this unit, we have discussed the responsikslité analysts for the
design of input specifications. Various methodsdapturing data and
validating its accuracy have also been studiede averall objectives of
input design stress minimizing the quantity of dé&ba input while
controlling errors and delay. An effective desigifi also avoid extra
steps in input while ensuring that the entire psscis quite simple for
users and data entry operators. Data dictionagyigmut screen design
have also been discussed briefly.

6.0 TUTOR-MARKED ASSIGNMENTS

1. What do you understand by ‘Data Dictionary'?

2. Explain briefly major concerns regarding CRTdhpscreed
design.
3. What is the importance of colour use in scressigh?
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1.0 INTRODUCTION

Presenting the data processed by a computer-bag®edation system

in an attractive and stable form has become vesgreml these days.
Success and acceptance of a system to some ext@ends on good
presentation. Therefore, system analyst must kindly how to design

output report in an attractive way. Many new otifgevices are being
introduced in the market because of recent devedoprm computer

technology. System analyst must be aware of tvg technology and
try to use these new output devices if possibleurréhtly, excellent

graphic displays are widely available. Speech wugiystems are also
fast emerging.

There are three main reasons why outputs from thapater are
required. They are:
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0] For communicating to the persons concerned.

(i)  For re-input to the computer for being conmetivith other data
and further processing.

(i)  For permanent storage.
2.0 OBJECTIVES
After going through this unit, you should be alde t

identify the devices used to output informatioonfra computer
enumerate the design consideration

design a form

explain the design of screen output

list role of graphics in output

enumerate record structure and report layout denaiion.

3.0 MAIN CONTENT

3.1 Types of Output

Outputs of a system can take different forms. st common are
reports, displays on screen, printed forms etce ditputs also vary in
terms of their contents, type of stationery, fragpyeand timing etc.

Besides, due consideration also need to be giveo aso will use the

output and for what purpose. All these points nmaestkept in mind

while designing outputs so that the objectiveshef $ystem are met in
the best possible way. Outputs of a data-procgssystem can be
placed into two categories:

° Application Output
° Operating Output

3.1.1 Application Output

These are the outputs desired out of the systemeiet its objectives.
These are of three types:

0] Output as a basis for decision-making. Thipetyof output is
generally required by management for decision-ngakurposes.

(i)  Output as a requirement to meet a functiorigéctive. Invoices,

Excise Gate Pass, Purchase Orders are the exawipksch
output.
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(i)  Statutory Outputs: All organizations are uwegd to produce a
certain amount of reports and forms as required ldy.
Examples are ‘C’ forms, ‘3A’ and ‘6A’ forms for pvaent fund,
income tax certificates etc.

3.1.2 Operating Output

These outputs are mainly generated for use of E.(@lBctronic data
processing) staff and give various indications @ashow the system
operates. System logs, error messages, statusaiodi etc. are the
examples of such output. These types of output@reoncerned for the
users.

3.2 Output Devices

The most important output devices are printersewidlisplay units
(VDUs) computer output microfilm (microfiche). Rters are mainly
used in the following situations:

° when large volume of output is required

° when output is to be distributed to various pessimiside/outside
the organization

° when batch processing systems are used.

Printer is one of the most common output deviceprdvides the user
with permanent visual records of the data outpatnfrthe computer.
Printers can print on ordinary paper or on specidisigned forms such
as dispatch notes invoices or packing slips. @mntan print 150-2500
lines per minute, each line consisting of as many%0 characters.

Printers are mainly of two types: Impact printensd non-impact
printers. In impact printers, a print head strileegrint ribbon which

points a character on paper. Non-impact printeneemo mechanical
print head. Characters on such printers are gringng either a jet of
ink or laser beam. These printers are little lostier. For example,
laser printers are widely used in Desktop PublighiDTP) system

because of producing excellent quality prints. dctprinters are of two
types: line printers in which a whole line is ped at a time and
character printer which allow printing of one chaea at a time. Line
printers are quite impact and fast in printing. n&ally these printers
point in the range of 1000-1200 lines per minuléhey are a little bit

expensive and mainly used for large volume of prgqt Character

printers are cheaper but slower in speed (arouni 80 characters per
minutes). They are generally used for low printswych as in word
processing.
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Video display units use Cathode Ray Tubes (CRTS) display
purposes. They have keyboard which is used fariegt data. Twenty
four lines, each 80 characters long, can be disglay the display unit.
VDUs are widely used in online systems to dispkesuits and answers
to queries. Colour display units can display ddfe colours. The
information displayed on a VDU may be plotted oplatter or recorded
on a floppy diskette or video tape recorder.

Computer Output Microfilm (COM) is an output thagcords output
from a computer as microscopic images on roll cgesHilm. The

images stored on COM are the same as the imagesh would be

printed on paper. The COM recording process reslibe size of

character 24, 42 or 48 times smaller than wouldofmeluced from a
printer. The information is then recorded on a sl called 16mm,

35mm microfilm or 105mm microfiche. The data torbeorded on the
microfilm can be retrieved directly from the comgutonline) or from

magnetic tape which is produced by the computd+lifeé). The data is

read into a recorder where, in most of the systeéms displayed

internally on a CRT. As data is displayed on CRTcamera takes a
picture of it and keeps it on the film. After thike film is processed,
either in the recorder unit or separately. Theoai be retrieved and
viewed by the user.

A new type of output unit emerging in the marketais audio output
unit. Such an output device can be used to anmoancesult on a
loudspeaker. Currently, the most common audio wugipves digits of
numbers. Short words are also synthesized by timepuater. The
pattern of bits corresponding to a word is storedan audio output
buffer storage. With the help of speech synthesitas converted to
spoken words. Presently, the speech output ofhegiters does not
sound in a natural way. Lots of improvement is emtpd in this
direction.

The most common audio unit answers enquiries ssca eequest for
telephone number, balance in one’s saving accowmhber in a
particular bank, etc.

3.3  Output Design Consideration

Output to be produced usually depends upon theovalg
consideration:
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Type of user and purpose: Generally different lewd users will have

Content:

Format:

Frequency and timing:

Volume:

Sequence:

Quality:

Type of stationery:
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different requirements from the system.
Some want exception reports (e.g. when
sales fall below a certain level), some want
summary reports (e.g. sales quantity and
value for each region) while some want
details (e.g. list of invoices for a period).

Again statutory reports will normally be as

per requirement specified under the law and
the designer will not have much flexibility to

change the format.

The data that are needed to be included in
the output. These will be related to the
purpose of the output.

This refers to the arrangement of datahen t
report, size of the paper, titles, headlines,
colour of the paper etc.

At what frequency (daily, Wge monthly,
annually, etc.) and when (after annual
closing of accounts, after the end of the
fiscal year, before the last day of every
month etc.

often sheer volume of the output deters one
from using the output. The sheer bulk of the

report may also create problems for

handling, filing or printing time.

the usefulness of an output very often
depends on the sequence of data printed. A
proper sequence will also help distribution
of outputs to different users (e.g. pay-slips
printed department-wise facilitate easier
payments).

this relates to the content, appearanag an
accuracy of the output. Outputs generated
for external users should be given special
attention in respect of its get-up, quality of
paper, etc.

Reports can be generated omanyl blank
stationery or generally printed stationery



CIT 212 SYSTEMS ANALYSIS ANDESIGN

which is useful when most of the contents of
the output (e.g. Invoice, Pay-slips etc.) are
constant. This type of stationery has the
following advantages.

- Saves computer time.
- Attractive appearance convenient to use by tee. us

However, this stationery will normally be costlighan ordinary
stationery.

3.4 Design of Output Reports
A report normally has the following structure.

° A report heading which generally appears only o first page
of the report.

° A page heading and sub-heading are given at fhefteach page
of the report.

° A set of records containing some common featurey e
grouped together. Such a group is named as cogualp.
Control heading can be named for this group.

Table 1: lllustration of terminology used in defning the
structure of reports

NATIONAL OPEN UNIVERSITY OF NIGERIA
ROLL LIST OF MIT STUDENTS

ROLL LIST OF STUDENTS FOR DIFFERENT COURSES
OF SEMESTER 1/2006-7

LIST OF STUDENTS IN PASCAL

ROLL NO NAME OF STUDENT

1001 lyioluwa Adegboye Jegede
1002 Oluwaferanmi Afolorunso
1003 Ifeoluwadola Adegboye
1004 Asepeoluwa Oyetoro

1005 Ayanfeoluwa Jemima
1006 Kunle Balogun

1007 Jari Bilikisu
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1049 Jane Kalu

1050 Egila Jumai

1051 Lazarus Oghenetega
1052 Akpa Godson

TOTAL NO. OF STUDENTS IN PASCAL =52

LIST OF STUDENTS IN ‘C’' LANGUAGE

ROLL NO NAME OF STUDENT
1070 Mundi Mana

1071 Adamu Faosat
1072 Agbu Lovina

1073 Sanusi Saheed
1074 Oshiorenua Usman
1075 Ogenetega Tiene
1076 Ikpe Carter

1077 Abiola Bashir

1078 Chukwu Emeka
1079 Ukpabi Eni

1088 Yemisi Bankole
1089 Habeeb Yishawu

TOTAL NUMBER OF STUDENTS IN ‘C’ LANGUAGE = 20
TOTAL NO. OF STUDENTS IN SEMESTER 1/2006-7 = 570
END OF IGNOU ROLL LIST FOR SEMESTER 1/2006-7
Using table 1, we will explain the terminology:

0] The report heading appearing once for the reigor

NATIONAL OPEN UNIVERSITY OF NIGERIA — ROLL LIST
OF MIT STUDENTS

(i)  The page heading which will appear on top afle page is:

ROLL LIST OF STUDENTS FOR DIFFERENT COURSES OF SEM.
1/2006-7
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(i) The page headings and sub headings are s\visl

LIST OF STUDENTS IN PASCAL

ROLL NO. NAME OF STUDENT

Another control heading and sub headings in theedalvie are:
LIST OF STUDENTS C LANGUAGE

ROLL NO. NAME OF STUDENT

(iv) Inthe above table the line
1001 lyioluwa Adegboye Jegede

Appearing below the heading
ROLL NO. NAME OF STUDENT
is called a detailed line.

(v)  Abstract of the information at the end of a wohgroup is called
the control footing. In the above table, the falliog lines

TOTAL NO. OF STUDENTS IN PASCAL = 50
TOTAL NO. OF STUDENT IN ‘C’ LANGUAGE = 20

are control footings.

We have final control also in the report.

The line

Total No. of student in semester 1/2006-7 — 570
is called final control footing.

(vi) Information written in the end of each page dalled page
footing.

(vii) Information printed in the end of each repast called report
footing. The report footing in the said report is

END OF NOUN ROLL LIST FOR SEMESTER 1/2006-7
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Having decided what report groups appear in a teporanalyst decides
the layout of the report in a print chart which @épthe no. of columns
and line in a report. A sample is shown in Fig. The chart has a
number of columns normally equal to that in a @int The report
heading, etc. are entered on the chart by the sin@yexamine the way
in which the printed output will appear. The mosnhportant
consideration in designing the print chart is prdjeem layout for easy
readability. The print chart helps in selectingpraypriate headings,
entering headings, picking control headings, €aice a form layout is
determined using a print chart, it may be handesr ¢ a programmer
who may use an appropriate report generator pragr&or example,
COBOL has a report generation program with its owles of syntax
and semantics. In the print chart, the numberatdirans reserved for
each detail line to be printed by the program,udcig control footing
and report footing, is indicated. One may use @vention used in a
language such as COBOL to describe the formateofrttlividual fields.
In the Fig. 1. for example, the convention use® ifor digits, X for
characters, B for Blank, Z for digits or leadingaand $ for currency
symbols.

The general principles to be used in designingustgeports are:

- The design must be such that it can be read fefinto right and
from top to bottom.

- The most important item, such as the key fielshudd be easily
available.

- All pages must have a heading and a page numbee. date on
which the report was prepared should also be mtinte

- Too many details should be avoided.

- Control footing abstracts information about greub detail lines
must be effectively used.

- Similarly, pager and report footings must be rbpdefined.

Reports are often sent to government agencies sschhe tax
department periodically. The formats for such repare specified by
government agencies and must be strictly followed.

There are situations in which a large number ofnfare to be printed,
e.g. the marks records of high school examinatiay rhave to be
printed for 10 candidates. In such a case, theenainthe board which
conducted the examination, subjects offered eto. = pre-printed in
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the form and only marks obtained by the candidatesprinted by the
computer. Similarly, to print documents like sheegtificates, dividend
warrant etc., pre-printed stationery is used arlg amounts, name, etc.
are printed by a program.

PRINT CHART FOR THE PAY REPORT EXAMPLE

PAY REPORT

EMPLOYEE-NO. NAME DAY MON YR TOTAL PAY
XX99999 XXXXXXXXXXX 99B99B99 99,999.99
1 1 1 1

1 1 1 1

1 1 1 1

1 1 1 1

1 1 1 1

1 1 1 1

*PAY-TOTALS**999,999.99
Fig. 1. A Sample for Print Chart
SELF-ASSESSMENT EXERCISE
I Fill in the blanks.

(@) Outputs of a system can take different forffisey are
.................................... and ...

(b)  Outputs of a data processing system can legoated as

................ and ............oeee

(c) Twotypes of printersare .................... and ............

d) are widely used in Desktop Publishing
system because of producing excellent quality grint

(€) is an output technique that recardgput
from a computer as microscopic images on roll aresh
film.

. List out various considerations on which outpoitbe produced
usually depend.

lii.  What are the general principles to be usedi@signing output
reports?
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3.5 Design Screen Output

Most of the principles for designing printed outpass discussed in the
previous section are valid for displaying screetpotalso. However,
some differences are there. A video display scitegs normally 80
columns and 24 rows. Active involvement of theruseequired as it is
displayed online. User must be given proper imsion for retrieving
the required information.

A screen layout for MIT student information systengiven below:

SCREEN FOR MIT STUDENT INFORMATION

NATIONAL OPEN UNIVERSITY OF NIGERIA
MIT STUDENT INFORMATION SYSTEM

ROLL NO. NAME SUBJECTS TAIN SEMESTER
1001 lyioluwa A. Jegede PASCAL I
1060 Chinasa Nasiru SADP [l
1230 Chukwu Emeka ORACLE v
1231 Osita C++ 1

PRESS D FOR DETAILS OFSAUDENT
PRESS C TO CONTINUE
PRESS X TO QUIT

As we have seen in a printed report, it has a sdneading and heading
for various fields. At the bottom of the screerstructions are given to
help the user in getting the next screen. By fuilhg these instructions,
he can exit the system also. The system shouldh e position to
recover if the user presses the wrong key by mastakor example, in
the above case (MIT student information systemy, ulser presses E by
mistake, the system should give a message thabagwkey is pressed
and provide the alternatives again to the user.w N« illustrate a
screen for detailed information about a particstadent.
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Screen for Detailed Student Information

NATIONAL OPEN UNIVERSITY OF NIGERIA
MIT STUDENT INFORMATION SYSTEM

ROLL NO. 1001

NAME lyioluwa A. dede

DEPT. Computeresae

YEAR 1994-95

ADDRESS 170, Awolowo Ro#abyi, Lagos

PRESS D FOR MORE DETAILS
PRESS ANY KEY TO COME MAIN MENU

3.6 Menu Design

Designing menu for a system is relatively easy @ger However,
following points should be kept in mind while desiigg menu:

0] Hierarchical
Menu should be designed in a structured hierartmeanner from

higher level of functions to lower levels. For axde, in an order-
processing system, the menu should look like asrgbelow:

ORDER PROCESSING

1 DATA ENTRY

2 FILE MAINTENANCE
3 PROCESSING
4. INQUIRY

5. MIS REPORTS
6. EXIT

WHICH ONE?

Depending on the selection, the next level will displayed. For
example, if we select 2, the screen may be asvisllo
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ORDER PROCESSING
(FILE MAINTENANCE)
CUSTOMER MASTER
PRODUCT MASTER
DISCOUNT MASTER
EXIT
WHICH ONE?

PoNE

Again depending on the selection, the screen fermixt level will be
displayed. For example, if we select 1, the screay be as follows:

FILE MAINTENANCE
(CUSTOMER MASTER)
1 ADD A RECORD
2 MODIFY
3. DELETE
4. EXIT
WHICH ONE?

Depending on the selection of option, the nextll@fescreen can also
be displayed.

(i)  Termination

When a particular program under the control of anuné over, the
menu screen from which the program was initiateslkhbe displayed
again. The principle to be followed is that teration from one level
should lead to menu of the next level. Howeverisitdesirable to
provide an option in each menu screen to terminae setting
completely or to revert to the highest level screerhis makes the
processing faster and operation becomes easier.

(i)  Skipping Menu

Sometimes it happens that certain functions areice=] to particular
individual. In such situations, navigating throuighels of menu may
be irritating and may affect efficiency of operatioln such cases, it is
desirable to provide facilities for jumping to thgarticular screen
directly depending on the user-code.
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(iv)  Security Control

Generally, all the individuals will not be allowedd carry out all the
functions. For example, a clerk in the Income TapD may be allowed
only to enter income tax returns. In such casespummay be
segmented by function to control access to theegy$tinction.

3.7 Form Design and Control

3.7.1 Form Design

We know that data provide the basis for informatsystem. Without
data there is no system, but data must be fedrmeaoway so that the
information produced must be in a format acceptabl¢he user. In
either case, it is still data — the basic eleméat jrinted form.

3.7.2 What is Form?

People read from forms, write on forms, and sperahymhours in
handling forms and filing forms. The data the feroarry come from
people, and the informational output of the systgras to people. So
the form is a tool with a message, it is the phaiscarrier of data — of
information. It also can constitute authority mtion. For example, a
purchase order says BUY a customer’s order say® Sihd a paycheck
says PAY TO THE ORDER OF. Each form is a requesiattion. It
provides information for making decisions and imyng operations.

With this in mind, it is hard to imagine a businegserating without
using forms. They are the vehicles for most compaiions and the
blueprint for many activities. As important as &nged form is,
however, the majority of forms are designed by potmained people.
People are puzzled by confusing forms; they asldii@ctions on how
to read them and how to fill them out. When a fasrpoorly designed,
it is a poor (and costly) administrative tool.

3.7.3 Classifications of Forms

A printed form is generally classified by what be$ in the system.
There are three primary classifications; action,moey, and report
forms. An action form requests the user to do sbimg — get action.
(Examples and purchase orders and shop ordersherAory form is a
record of historical data that remains in a fiksued for reference, and
serves as control on key details. (Examples aventory records,
purchase records, and bond registers.) a reporn §oides supervisors
and other administrators in their activities. dbyides data on a project
or a job. (Examples are profit and loss statemant$ sales analysis
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reports.) Fig. 2 is a summary of the charactegstind examples of
these forms.

Class Characteristics Examples
Action 1. Orders, instructs, authorizes Applicatiorm
2. Achieves results Purchase-order Sales
3. Goes from one place (person) slip Shop order
to another Time card
Memory 1. Represents historical data Bond register
2. Data generally used for Inventory record
references
3. Stationary and remains in Journal sheet
one place, usually a file Purchase record
4. Serves as control on Stock ledger

certain details
Report 1. Summary picture of a project Balancetshee
2. Provides details about a job Operating-statémen
or details that need attention.

Profit and loss statement

3. Used by a manager with Sales analysis
Authority to effect change Trail balance

4. Used as a basis for decision-making
Fig. 2: Three Classed of Forms — A Summary
3.7.4 Factors to be considered in Form Design
Form design plays an important role in data prangss Form must
have the appearance of a well conceived and atteadesign. Some of

the important factors which should be taken cararefgiven below:

0] Size and shape of the form should be such ithiat convenient
for handling, filling, sorting, etc.

(i)  Arrange the material in a logical order sottitdbecomes easy to
fill it up.

(i)  The form title must clearly identify its pugse. Columns and
rows should be labelled to avoid confusion.
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(iv) Precise content should be recorded. Adequadecampact space
should be provided for items to be recorded. Pietgd entries
should be taken care of.

(v)  Special features like security and control dtidae considered.

(vi) Introduce emphasis by shading columns, heaws| etc. If the
form is to be used for specific clerical operatidor, example
copying or checking, see that the detail is arrdreyed spaced to
provide maximum help to the operator.

(vii) The form designer should design the form utls a way so as to
cover the specific needs of the purpose for whichdesigned.

3.7.5 Forms Control

Controlling the number as well as quality of formsan organization
can be a substantial work. Forms have a tendemawultiply and
unless they are checked, it can be costly affamany organizations.
To control this type of situation most large orgations establish a
formal form control program.

The first objective of this form control programtesestablish standards.
Different department using different form to accadistpthe same task is
an unnecessary expense. The job of form contretiafist is to
eliminate redundancies among forms to reduce elecist.

The forms control specialist also seek to redueentimber of copies of
each forms used. Routing one copy of a form thnowsgveral
departments is probably the best way to achiewe thi

Forms should be titled, numbered and contain the d& the most
recent revision. It is quite helpful to have tloeni numbers organized
so that all forms in a given system can easily dmated when that
system is under study.

Normally a form is designed-originally by a systearsalyst working

with the users. When the original supply of therfas reduced to a re-
order level, a forms control specialist is gengradisponsible for its re-
order and possible revision. The form is routedthie users for
comment and suggested changes. The form contoatedinates these
suggestions and orders the most economical listt aFroutine office

forms which are not likely to change frequentlyeeorder of one year’s
supply is normal.
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3.8 Computer Graphics

When designing an information system, it should dmnsidered
carefully about how the output can best be presenfext output in
many cases is O.K. But for many applicationsogsinot look nice to
present the user with pages and pages of textuplbu It may take
hours together to go through such a large output.

When it is not desired to present volumes of tdxtleta but only
summary of data is required, the data are oftert pessented in
graphical form.

Presentation of data in graphics forms was lititedifficult in earlier
computer systems. But with the advent of end-usearputing, DBMS,
electronic spreadsheets, sophisticated graphictvae and high-
resolutions output devices, the use of graphic hasreased
tremendously.

Presentation of output in graphics formats hagsdahewing benefits:

More effective conversion of data into information

Easier recognition of relationships and trends.

Quick decisions can be taken to make decisions.

Better presentation of output.

Ability to focus attention on important issues.

Capability of presenting ideas in an attractivenfat that may
readily receive attention.

Behind these benefits lies the fact that the misual @bsorb information
more rapidly from an effective picture than it cboom words or
numbers. If they are used when appropriate, coenpgtaphics can
bridge the gap between computer data and the humad. To the
business professional this means more informatidess time.

Using the graphics capabilities provided by intégplaspreadsheet
packages, data can be graded in different wayst s8me users need
more. For example, it can be helpful to constrgiciphs from the

company’s central databases, to design more custongraphics than
those offered by standard packages, and to useéhigsafor a wider

range of applications than merely spreadsheetsd iAtleed, a host of
more sophisticated computer graphics packagesaidadle. Computer
graphics software can be divided into two categoripresentation
graphics and decision support graphics. We wikfly describe how

each is used.
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3.8.1 Presentation Graphics

Presentation graphics can be used to communicass itb those who
might be unfamiliar to a situation or who need m@e but highly

effective overview of a topic. For example preaéinoh graphics might
be used by a sales person to show a customer heevasensurance
policies compare, by a marketing manager at a lamge planning
session to show the change in market share betweempetitive

products, or by manufacturing management at a hduskgsion to give
an overview of the expected work load in the nertgr.

Those who use presentation graphics need a sylstdroan:

Produce high-quality illustration

Produce a range of colours

Allow the user to choose among a variety of panalysis or
“fonts”

Reduce and enlarge illustrations.

Produce high quality 35 millimetres slides or gparencies.

The data used in presentation graphics may comm fdifferent
databases in the organization, from non-computerrces in the
organization, and from outside sources. Most tilions are
accompanied by explanatory text, and so any grapystem must be
capable of mixing text with graphics.

A simple example illustrates how a pie chart isstarcted. The user
first types the title for the chart on the keyboamt then enters the
following information for each “slice” of the pi¢abel, value, whether
or not the slice should be “exploded” out of thes gor attention
purposes, colour, and design code (texture). Bealviwith this input,
the graphics software does the rest.

3.8.2 Decision Support Graphics

The second graphics computer category is decisippat graphics or
analytical graphics. Here graphics are used as ehicke for
understanding patterns, trends or relationshipslata. Because the
objective in using decision support graphics itetrn something about
data, the demands made on the quality of the grapline type of
presentation, and the source of data are quiterdift from the demands
made on presentation graphics.

First, the quality of the illustration is not neado important as its

ability to present the information in a way thah cupport the problem-
solving and decision-making process. Second, tteuc and special
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graphical effects are usually necessary. Third, data for decision
support graphics usually comes from spreadshemtal Hatabases, or
the firm’s central database. |If the data are starentrally, then the
graphic system must be able to access the datasanthem to produce
graphs with a minimum of user involvement. Theeefive use of
graphics offers finely “distilled” information foguick comprehension
by decision-makers. The speed of comprehensinatisnerely a matter
of convenience but also of being able to make trdekisions.

3.8.3 Graphics Hardware/Software

The hardware used in a graphic system falls intcerseé categories,
including graphics terminals, graphics boards, ki@ printers, and
interface devices.

In addition to hardware, a graphics system needftsvae. It is the
software that provides the capability of using elifnt fonts, adjusting
the size of the fonts, selecting colours, moving tmage from one
location on the screen to another, incorporatirgphics into the text,
and supporting the use of interface devices.

A wide variety of software packages is availableha market. Many
provide a standard set of line, bar and pie chadme offer the option
of displaying these in three dimensions; and oth#osv several charts
to be graphed on a single plot.

4.0 CONCLUSION

After learning about input design and control tlextnis to learn about
the system output design. Therefore, in this wut) have been taken
through the types of output, popular output deviomstput design
considerations and how to design output reports.

Also, the role that a computer graphics play inpattdesign has been
discussed with you.

5.0 SUMMARY

In this unit, we have discussed the responsilslité a system analyst
for output system design. Different types of outgavices have been
discussed. Output to be produced usually depenusn unany

considerations. They have been explained in detdilesigning screen
output or menu design play quite significant role business

applications. Computer graphics are also veryfaktp presenting the
output in an effective way.
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6.0 TUTOR-MARKED ASSIGNMENTS
List out various points to be considered in gleisig menu.
List out three primary classifications of forms.

1

2.

3. Describe various factors o be considered in Hoesign briefly.
4 What do you understand by ‘Form Control'? Explariefly.
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1.0 INTRODUCTION

After designing the input and output, the desigbegins to pay his
attention on the work of file designing or how dateuld be organized
around user requirement. How data are organizpédrdis on the data
and response requirements that determine hardwanéigarations.
System analyst is responsible for designing thes fdnd selecting their
contents, selecting from options available for argiag the data. File
organization may be sequential, index sequentiaVeried list or
random. Each method has its own uses and abuses.

An integrated approach to file design is the databdahe general theme
Is to handle information as an integrated wholeghva minimum of
redundancy and improved performance. Various soéwechniques are
applied to manipulate, describe and manage dataspective of type of
data structure used, the main objectives of databas accuracy and
integrity, successful recovery from failure, priyaand security of data.

2.0 OBJECTIVES

After going through this unit, you will be in a pgn to explain and
describe:

. file concepts and its different type

. various methods of selecting data storage medium
. file organization

. file design

. database design

. coding system

3.0 MAIN CONTENT

3.1 Selecting Data Storage Media

In theory, there is a wide selection of devices aretlia available for
file storage, ranging from punched cards to higkespinternal memory.
In practice, system analyst is interested in butkage devices using
magnetic media such as magnetic tape and exchdegealgnetic disk.
Magnetic drums and fixed discs are also very hélpfut these are
generally used for special purpose files. Magnetad devices,
although provide large storage capacity, are slow aot so much
reliable. Punched cards and paper tape have becbsodete nowadays
and are not considered for bulk storage of dataagrdtic tape units
generally used reels holding plastic tape 0.5 iwatke and 2400ft. in
length. It has magnetizable coating on one sk reading or writing
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purpose, the tape is transported from one spo@ntther. It is not

possible at all to read from and immediately waieto one reel of tape.
Therefore, when we update a file, it becomes nacgs® read the

existing file from one reel and to create an ehtirgew version by

writing on another reel. When dealing with a masite updated from

time to time, the file being read is said to be lineught-forward file

and the newly created one is the carried-forwded(Eecause the former
has been brought forward from a previous updatirgcgss and the
latter will be carried forward to a future one).pakt from this, these
different versions of master file referred to agrgrations’ are very
helpful for recovery purposes in case the latessigas get corrupted.
Three generations (grandfather, father, son) aremoanly created and
retained before re-using the oldest version.

The magnetizable surface of the tape is denselikgoawith spots of
magnetism measured in bits per inch (bpi) along lémgth of tape.
They are arranged in rows across the tape — conynattler seven or
nine spots per row — each spot representing aThese arrangements
are also known as seven or nine track tape. Eawh ar frame
represents as a character or byte. Data is retaddhe tape in terms
of blocks and size of the block is specified.

3.1.1 File Concepts

Files are the heart of a computer application. oBetonstructing files,
we must understand the basic terms used to degdtwebile hierarchy.
The most commonly used terms are data item, reGitedind database.

Data Item: A basic or individual element of data is calledadd#em.
Each data item is identified by a name and is assiga value. For
example in a payroll system, Employee Name and &yeg
Identification Number are the data items assigmedvialues PANKAJ
and 1775 respectively. Data item is sometimegnedieto as a field.

Record: The collection of related data items is caklececord. For
example, in a payroll system, each employee recoag have eight
separate fields, which are related to print a ckeguch as Employee
Name, Employee Code, Sex, Designation, Basic P&A,HDA, and
Deductions. The analyst also determines the leagthtype of each
field while designing the record. For example,olalyof an employee
record in a payroll system can be as follows:
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Name of Data Item Type Length Decimal
Name 20
CODE

SEX
DESIGNATION
BASIC

HRA

DA
DEDUCTION

5

ZZZZ00z(

5
1
1
8
6
6
6

NN DNDN

It is necessary to distinguished one specific mcbom another.
System analyst select one data item in the reduat is likely to be
unique in all the records of a file which is useddentify the record for
further processing. This item is called the keydior record key.

File

File is a collection of related records. Each rdaa a file is included
because it pertains to the same entity. In thegllagystem, employee
file will contain only employee details records afi@ inventory or
stock records will not be kept in the employee fikcause these are not
related to employee details.

Database

The highest level in the hierarchy is the databaléds a set of inter-
related files for real time processing. It consaihe necessary data for
problem-solving and can be used for several usérs are accessing
data concurrently.

3.2 Types of Files

There are various types of files in which the relsoare collected and
maintained. They are categorized as:

- Master file

- Transaction file
- Table file

- Report file

- Back-up file

- Archival file

- Dump file

- Library file
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3.2.1 Master

Master files are the most important type of fileMlost file design

activities concentrate here. In a business apmita these are
considered to be very significant because theyatonthe essential
records for maintenance of the organization’s e&sn A master file
can be further categorized. It may be called aregice master file, in
which the records are static or unlikely to charigeguently. For

example, a product file containing descriptions andes: a customer
file containing name, address and account numbereaamples of
reference files. Alternatively, it may be descdlas a dynamic master
file. In this file, we keep records which are fueqtly changed

(updated) as a result of transactions or ordertsvenhese two types of
master file may be kept as separate files or maydiabined, for

example, a sales ledger file containing referenai@,dsuch as name,
address, account number, together with currenséetion and balance
for each customer.

3.2.2 Transaction

A transaction is a temporary file used for twopgmses. First of all, it is
used to accumulate data about events as they o&roondly, it helps
in updating master files to reflect the result ofrent transactions. The
term transaction refers to any business eventfif@tts the organization
and about which data is captured. Examples of comiransactions in
the organization are making purchases, hiring afkexs and recording
of sales.

3.2.3 Table

A special type of master file is included in mangstems to meet
specific requirements, where data must be refeteregeatedly. Table
files are permanent files containing reference dead in processing
transaction, updating master file or producing autp As the name
implies, these files store data in tabular formbl&afiles conserve
memory space and make the program maintenance bgstoring data
in a file, that otherwise would be included in mams or master file
records.

3.2.4 Report

Report files collected contents of individual outpeports or documents
produced by the system. They are created by thermmywhere many
reports are produced by the system but printer noybe available for
all the reports. This situation frequently ariskeenw the computers carry
out three functions — input, processing and ouspuultaneously, rather
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than executing each function in sequence. In ¢hse, the computer
writes the report contents to a file on a magnitpe or disk, where it
remains until it can be printed. That file is edllthe report file which
contains the unprinted output data. The processeadting it is known
as spooling which means that output that cannot be printedrnwhés
produced is spooled into a report file. Then, deley on the
availability of printer, the system will be instted to read the report file
and print the output on the printer.

3.2.5 Backup

It is a copy of master, transaction or table filattis made to ensure a
copy is available if anything happens to the oagjin

3.2.6 Archival

These files are copies made from long term stoodgiata that may be
required at a much later date. Usually, archilesfare stored far away
from the computer centre so that they cannot bidyaasrieved for use.

3.2.7 Dump

This is a copy of computer-held data at a partricptnt of time. This
may be a copy of master file to be retained to hetovery in the event
of a possible corruption of the master file or &yvbe part of a program
in which error is being traced.

3.2.8 Library

Library file generally contains application progmnutility programs
and system software packages.

3.3 File Organization

A file is organized to ensure that records are lalgbg for processing.
Before a file is created, the application to whible file will be used

must be carefully examined. Clearly, a fundametaakideration in this
examination will concern that data to be recordadle file. But an

equally important and less obvious consideratiamceons how the data
are to be placed on the file.

3.3.1 Sequential
It is the simplest method to store and retrieveadabm a file.

Sequential organization simply means storing amtingpin physical on
tape or disk. In a sequential organization a xcan be added only at
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the end of the file. That is in a sequential flegords are stored one
after the other without concern for the actual eatf the data in the
records. It is not possible to insert a recordhi@ middle of the file
without re-writing the file. In a sequential filepdate, transaction
records are in the same sequence as in the mdsterRecords from
both files are matched, one record at a time, tieguin an updated
master file.

It is a characteristic of sequential files that tords are stored by
position; the first one is at the first positiohetsecond one occupies the
second position and third is at third and so oher& are no addresses or
location assignments in sequential files.

To read a sequential file, the system always s#rise beginning of the
file. If the record sought is somewhere in the,fthe system reads its
ways up to it, one record at a time. For examipla,particular record
happens to be the fifteenth one in a file, theesyisstarts at the first one
and reads ahead one record at a time until treefith one is reached. It
cannot jump directly to the fifteenth one in a saujial file without
starting from the beginning.

Using the key field, in a sequential file the retohave been arranged
into ascending or descending order according teyafield. This key
field may be numeric, alphabetic, or a combinatérboth, but it must
occupy the same place in each record, as it formes kasis for
determining the order in which the records will a@pon the file.

When we start searching for a particular record isequential file the
system do not use the physical record key. Thesyassigns the value
of the particular record key as a search key. &ammple, let a
sequential file consists of the records of emplayember from 1200 to
1250. Then how to locate or retrieve a recordaioremployee number
1234? Here employee number 1234 is the search Wéen searching
for the employee number 1234, the program conatblthe processing
steps that follow. The first record is read arsdatnployee number is
compared with a search key. 1200 versus 1234nceSthis do not
match, the process is repeated. The employee nufobéhe next-
record is 1201, and it also continues until the leyge number matches
the search key. If the file does not contain thgpleyee number 1234,
the read and compare process will continue unéléghd of the file is
reached. Sequential files are generally maintaore@ magnetic tape,
disk or a mass storage system. The advantageslisadvantages of
Sequential File organization are compared and gpetow:
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Advantages Disadvantage

Simple to understand this approach. Entire file tmaes processed
even when the activity rate is
low.

Locating a record requires only the key Transastimist be stored
record and placed in sequence prior to
processing.

Efficient and economical if the activity Timelineskdata in file
rate is high deteriorates while batches are
being accumulated.

Relatively inexpensive I/0O media devices

may be used.
Files may be relative easy to Data redundancypedjly
reconstruct since a good measure high since the data may

of built in backup is usually available. be storad several files
sequenced on different keys.

3.3.2 Random or Direct

For a proposed system, when the sequential filesassumed as a
disadvantage, another file organization called &irerganization is

used. As with a sequential file, each record diract file must contain

a key field. However the records used need not¢appn the file in key

field sequence. In addition any record stored adiract file can be

accessed. The problem, however is to determinetbostore the data
records so that, given the key field of the desirecord, its storage
location on the file can be determined. In otherds, if the program

knows the record key, it can determine the loca#iddress of a record
and retrieve it independently of any other recandse file.

It would be ideal if the key field could also bestlocation of the record
on the file. This method is known as direct adsires method. This is
guite simple method but the requirements of thishoe often prevent
its use. Because of many other factors, this ntetitould not become
popular. Hence it is rarely used.

Therefore, before a direct organized file can beatad, a formula or
method must be devised to convert the key fieldevdbr a record to the
location on the file. This formula or method isngeally called an
algorithm. Otherwise called the Hashing addressiHgshing refers to
the process of deriving a storage address front@dekey. There are
many algorithms to determine the storage locatismgi key field.

Some of the algorithms are:
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Division by Prime

In this procedure, the actual key is divided by panyne number. Here
the modular division is used. That is quotientdiscarded and the
storage location is signified by the remainder.thé key field consists
of large number of digits, for instance, 10 digi#sy. 2345632278) then
strip off the first or last 4 digits and then apphe division by prime
method.

For example, the key field is 2345632278 stripsfioét 4 digits. Then

the new key is 632278. Divide the new key by anprnumber. Let it

be 41. The quotient is 15421, remainder is 17nddel? is the storage
address.

Various other common algorithms are also givenedsvix
- Folding
- Extraction

- Squaring

The advantages and disadvantages of direct filanozgtion are as
follows:

Advantages Disadvantages

Immediate access to records for Records in thaefile may

inquiry and updating purpose is be exposed tteofig loss of

possible. accuracy and a procedure for
special backup and

reconstruction is required.

Immediate updating of several files As compareseguentially

as a result of single transaction is organizeds tmay be less

possible. efficient in using the storage
space.

Time taken for sorting the transactions Adding dabting of records
can be saved. is more difficult than with
sequential files.

Relatively expensive hardware

and software resources are
required.
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3.3.3 Indexed

The third way of accessing records stored in thstesy is through an
index. The basic form of an index includes a rdday and the storage
address for a record. To find a record, when tioeage address is
unknown it is necessary to scan the records. Hewaeal an index is

used, the search will be faster since it takestiess to search an index
than an entire file of data.

Indexed file offers the simplicity of sequentialefiwhile at the same
time offering a capability for direct access. Tkeards must be initially
stored on the file in sequential order accordingatkey field. In
addition, as the records are being recorded onfikheone or more
indexes are established by the system to assdbmteey field value(s)
with the storage location of the record on the. filEhese indexes are
then used by the system to allow a record to kextlyr accessed.

To find a specific record when the file is storedder an indexed

organization, the index is searched first to fiheé key of the record
wanted. When it is found, the corresponding steraddress is noted
and then the program can access the record direthis method uses a
sequential scan of the index, followed by diredess to the appropriate
record. The index helps to speed up the searchpaiwd with a

sequential file, but it is slower than the diredtieessing.

The indexed files are generally maintained on magrdisk or on a
mass storage system. The primary differences betwdeect and
indexed organized files are as follows:

Records may be accessed from a direct organizecfily randomly,
whereas records may be accessed sequentially domdy from an
indexed organized files.

Direct organized files utilize an algorithm to deténe the location of a
record, whereas indexed organized files utilizeirmatex to locate a
record to be randomly accessed. The advantagedisadvantages of
indexed sequential file organization are as follows
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Advantages Disadvantages

Permits the efficient and economical Less efficiarthe use of
use of sequential processing storage space timae sther
techniques when the activity rate alternatives.

is high.

Permits quick access to records in a Access tadecunay be
relatively efficient way, this activity slower ung indexes than

is a small fraction of the total when transforigoaithms
workload. are Used.

Required expensive hardware
and software resources are
required.

3.4 File Design

The basic factors to be considered in the selecidiie media and file
organization method are:

- the method of processing for updating files
- size of file

- file inquiry capabilities

- activity ratios of records in the file

- file volatility and

- the response time.

Each of these factors is briefly described in tieing paragraphs.

In batch processing, the sequential method of jgsaog using magnetic
tape is employed. This method of updating involk@sreation of the
master file every time the file is updated. Inartb reduce the set-up
time, the updating of the file is done after acclatian of a fairly large
batch of transactions. Fig. 1 illustrates the tipdgorocedure.
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Old Maste New Maste
File File

Updating

Transactio
File

Output
Report
Fig. 1: Updating File in Batch Processing

The method of random processing is used to updwefiles as the

transactions occur. This is a widely used metlaydbhline processing
of files through remote terminals. Fig. 2 illusgsthis method.

Output
report

A 4

Updating

A 4

Master
file

Fig. 3:Updating Direct Access File

Online processing allows for dispersing input/otitpterminals
throughout the organization, so that various usarshave access to the
files. This can also be used in a batch processiade where several
files can be updated simultaneously, as illustratedig. 3. While the
new open order file is created from a batcheddileurrent orders, the
customer file and the product file are accessedulsameously and
updated.
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Open

Current order
order file
file

Customer
file
Simultaneous
updating
Product
file

Fig 3: Simultaneous Updating of Multiple Files

Magnetic tape and magnetic disk can accommodatge |dies.
Magnetic tape is more convenient and economicalhfmding large
files, particularly when the records are processaglientially in a batch
mode. The magnetic disk can also hold large votuofedata, but it is
relatively expensive. However, it is really suitied online processing.
In designing the files, the growth potential shooddtaken into account.

The inquiry capabilities relate to the ease ofmrafg to a specific record
in file without any alteration. Direct Access 3tge Services (DASD)
can quickly handle file inquiries. A teletype oRT is used to enter the
inquiry specifying the record and the informatioesded. After the

record in the file is accessed, the desired inftionas communicated
by the CPU to the CRT or the teletypewriter. Allese steps are
completed within a few seconds after entering thguiry. These

inquiry capabilities were severely restricted befthre advent of DASD.
The inquiry capability of the DASD can be advantagdy used without

interrupting the normal processing operations.

The time interval between entering an inquiry aettigg the reply is
called response time. Some applications requiastaresponse as in the
case of airline or hotel reservations, stock quantatin stock exchange,
etc. The most suitable medium for such purpostsi©ASD.

The activity ratio of a file is an important feagun file design. Itis a
measure of the proportion of records processedinpaating run. A
file with high activity ratio can be processed memnomically using
the sequential processing method. If more thartytimercent of the
records in a file are used for updating, the aistivatio is considered
high. Random or direct accessing is more suitéreupdating files
whose activity ratio is low, i.e. less than thipgrcent.
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Another characteristic of a file is its volatilityyhich indicates the
additions, deletions and changes to the file. Waefile is accessed
frequently, as in banks, stock exchanges, airlimds, in a working
period, the file is regarded as highly volatileef@e designing the file,
the analyst should consider specific aspects ngjaib a file. These
aspects should be recorded on a work sheet as diwlou:

File Work Sheet

File Name: Analyst:
1. File update: Batch | ] Direct [ ]
2. File Organization: Sequential [ ]

Indexed sequential [ ]
Direct [ ]
3. Processing frequency: On demand [ ]
Dai [ 1]
Weekly [ ]
Monthly [ ]

Any other | ]

4. Activity ratio: Low [ ] Modate [ ] High [ ]
5. Direct access: Yes | ] No | ] Occasional [ ]
6. Volatility: Low [ ] Moderate [ ] High [ ]
7. Record Characteristics:

Type: Fixed [ ] Variable [ ]
Blocking Factor

8. File Dynamics:

() Number of records

(i) Yearly additions
(ii) Yearly deletions
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(iv) Percent growth

9. File media: Tape [ ] Pi§ |
10. Sources of data:

11. Type of information required and reported:

The above file work sheet should be accompaniedidigiled record
layouts, which describe in detail the layout ofamels in the file.

SELF-ASSESSMENT EXERCISES

I Explain the file concept briefly.

. List out various types of files.

iii.  List out the three methods of organizing &fil

\Y2 List out the basic factors responsible for stitg the appropriate
media and organization methods.

3.5 Database Design

As we have discussed that the organization seldoteal particular file
mainly depends on the nature of the applicationwbich it will be
used. Historically, files have been designed based specific
application. Payroll files are created containafighe data pertinent to
a company'’s payroll system. Similarly, individddés are created for
use with the company’s personnel, accounts reclgyatventory, and
other systems. If the data contained on thess fl® not carefully
delineated, it is very likely that the same datH appear on several of
these files. In other words, these files wouldtaonredundant data.
For example, both a company’s personnel file angrgdlafile could
contain the name and address of each employees wichild mean that
a simple change of address would have to be predessice and
possibly three or four times, depending on the remdd other files on
which these data appear. Clearly, it would be nueetical to have
each employee’s name and address on one file framhwit can be
accessed by all programs requiring these datas Wwbuld reduce the
amount of redundant data and minimize the possibilhat data
contained on a file might be inaccurate becausg there never
updated. This is but one of the reasons that da&kechnology was
developed.

A DATABASE can be thought of as a set of logicatllated files
organized to facilitate access by one or more agfins programs and
to minimize data redundancy. In other words, alo@se can be defined
as a stored collection of data, organized on trseshat relationships in
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the data rather than the convenience of storagetstes. It is not a
replacement for files.

Some general objectives in establishing a datadnasas follows:

- Eliminate redundant data as much as possible.
- Integrate existing data files.

- Share data among all users.

- Incorporate changes easily and quickly.

- Simplify the use of data files.

- Lower the cost of storing and retrieving data.

- Improve accuracy and consistency.

- Provide data security from unauthorized use.

- Exercise central control over standards.

In addition to the database itself, a set of progrds necessary to
facilitate adding new data as well as modifying aettieving existing
data within a database. This set of programsféesnexl to as a Database
Management System (DBMS). A database system megagasnto one
pool shared by all systems so that any change auiwatly affects all
relevant systems. The following figures define thigerence between
the traditional files systems and database managesystem.

Fig. 4 shows the Traditional file systems in whiehch system is
responsible for its own data.

Fig 4. Traditional System

Fig. 5 shows the Database Management Systems iohwiata is
centralized
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Fig. 5: Database Management System
Specific advantages of database are:
1. File Consolidation
Pooling data reduces redundancy and inconsistemcly @momotes
cooperation among different users. Since databdisé&s records
together logically, a data change in one systerhcasgcade through all
the other systems using the data.
2. Program and File Independence
This feature separates the definition of the filesn their programs,
allowing a programmer to concentrate on the lodicthe program
instead of precisely how to store and retrieve.data
3. Across Versatility
Users can retrieve data in many ways. They enjayltest of both
worlds — sequential access for reporting data prescribed order and
random access for rapid retrieval of a specifioréc
4. Data Security
Usually a DBMS includes a password system thatrotmiaccess to
sensitive data. By limiting their access to reatlronvrite-only, or

specified records, or even fields in records, pasds/ can prevent
certain users from retrieving unauthorized data.
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5. Program Development

Programmers must use standard means for data itghes than invent
their own from program to program. This allows f@grammer to
focus on desired function.

6. Program Maintenance
Changes and repairs to a system are relatively easy
7. Special Information

Special-purpose report generators can produce teepoth minimum
effort.

3.5.1 Logical and physical view of Data

In database design, several views of data musbhsidered along with
the persons who use them. In addition to datactsiring, where
relationships are reflected between and withintiesti we need to
identify the application program’s logical views dfata within an
overall logical data structure. The logical viesvwhat the data look
like, regardless of how they are stored. The maysiiew is the way
data exist in physical storage. It deals with hdata are stored,
accessed, or related to other data in storage.reTdme four views of
data, out of which three are logical and one isspt@a). The logical
views are the users’ view, the programmer’s view @@ overall logical
view, called schema.

3.5.2 Schema

Once a database system has been designed, ievpbdsible to identify
each type of data item, data aggregate, recorceinoly a name or code.
It will be possible to state which data item tymgs together to make
data aggregate types and record, and identify whaclord types are
members and owners of set types. A coded sebtdsalescribing this
information and stored in the computer system oactliaccess devices
Is called aSCHEMA. It is a description of the data structure which is
separate from the data itself. The schema desctibe areas, their
identifiers and page sizes, and indicates how tlaeserelated to the
records and sets. In other systems, a differandfsebles is used for
this.

The schema therefore, is the view of the data,otlezall logical data

structure which is held by the DBMS. Each timeragpam requires
data, the DBMS will look up in the schema for thetaills of the
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structure of the data requested. For exampleeifptlogram requires an
occurrence of a set, the DBMS will look up in tlehema which record
types are required, how to find the relevant res@iyen a certain key
by the program, and perhaps also which areas thespeontaining the
relevant data are stored in.

3.5.3 Sub-Schema

In the database system, it is not always possibklow programmers
to write the data division of their choice for reas of security or
control. It is more useful to provide the prograemmwith a standard
description of the logical data to be used in di@aar application. All
references to data within the program will be fas tdescription, which
is called aSUBSCHEMA and is similar to the Schema in structure.
The DMBS has the job of matching data requests snbgchema and
data requests based on the schema.

3.6 Types of Database

In conventional file system, groups of bytes cduoti a field, one or
more fields make a record, and two or more recondke a file. In
database environment, a group of bytes constitatedata item or
segment, a collection of segments a data entry, aaséries of data
entries a data set. The complete collection o& dats is the database
itself. With traditional processing of files, reds are not automatically
related, so a programmer must be concerned withrde®lationships.
Often the files are stored and processed by reosydjust as we sorted
the transaction file. Databases relate data seténof three models:
hierarchical, network, or relational.

3.6.1 Hierarchical Model

In a hierarchical structure, sometimes referredd@ tree structure, the
stored data get more and more detailed at one lheanftirther out on
the tree. Each segment, or node, may be subdividedwo or more
subordinate nodes, which can be further subdividéa two or more
additional nodes. However, each node can havemmy‘parent” from
which it emanates. The Fig. 6 shows the hieraatisitucture.

Fig 6: Hierarchical Structure
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3.6.2 Network Model

The network related data sets are similar to hibieal ones, except that
a node may have more than one parent. Thus ad¢heal DBMS is a
subset of network DBMS. The trade off between simaplicity of
design of a hierarchical structure and the stoedfieiency of a network
structure is a very important consideration in dase implementation.
The Fig. 7 shows the Network structure.

Fig 7: Network Structure

3.6.3 Relational Model

The relational structure, however, organizes the da terms of two
dimensional tables. That is, Relational data sedsrodata in a table of
rows and columns and differ markedly from their rarehical or
network counterparts. There are no parent or Wadke sets as shown in
Fig. 8. In a relational database management systenhave the same
concepts of files, record, and fields. Files aepresented by two
dimensional tables, each of which is called a tretd. Records, which
can be visualized as rows in the table, are cédllegles”. Fields can be
visualized as columns, and are called by attribngses, or domains.

For example, note that in the supplier table in. Bgwe have three
tuples, or rows, and three attribute names or cotumif we need to
know the name of the supplier of blue chairs, teational DBMS
searched the type and colour columns of the Fumiliable and find
supplier number 30, and then it scans the supfalde for number 30,
which turns out to be BALOGUN. Since each “recoisl’a row in the
table and each “field” a column, an inventory sgstef 1600 tuples,
each with 5 attributes, would create a table of0l&Qvs and 5 columns.
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FURNITURE

Product Type Colour Quantity in | Supplier

Number stock Number

2589 Table White 4 26

2892 Chair Blue 6 30

3471 Chair Light green 20 133

3678 Desk Brown 9 150

3689 Stool Brown 25 159

SUPPLIER

Supplier Number | Supplier Name | Amount of Purchases
this Year

30 BALOGUN 26,035.00

26 ABASS 13,960.00

159 LONGE 75,286.00

Fig. 8:Relational Structure
A relational DBMS can perform the following basigerations:

- create or delete table

- update, insert, or delete rows

- add or delete columns

- copy data from one table into another

- retrieve or query a table, row or column

- print, recognize, or read a table, row or column

- join or combine table based on a value in a table

Since the relational structure organizes the dataterms of two
dimensional tables, they offer great flexibilitydaa high degree of data
security. The relational structure uses relativitile memory or
secondary storage. Unfortunately, the processegiting the tables is a
rather elaborate procedure. Another disadvantdgdi® structure is
that it generally requires more time to accessrinédion than either of
the other two structures. This is because muclenrmdormation must
be searched in order to answer queries posed tosyhems. In
addition, some implementations use a fixed amo@istarage for each
field, resulting in insufficient storage utilizatio In spite of these
disadvantages, the relational structure has gaeqad acceptance and is
currently the most popular of the three structurgsny experts predict
that it will eventually replace the others compligte
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3.7 Coding System

The information systems are designed with space,tand cost savings
in mind. The coding systems are used to reducenfhe, control errors
and speed up the entire process. So coding systemmethod in which
conditions, words, ideas or relationship are exggesy a code. A code
is an ordered collection of symbols designed tovipieo unique
identification of an entity or attribute. It maw la brief number, title or
symbol. The main purpose of codes is to facilitteeidentification and
retrieval of items of information from the system.

3.8 Types of Codes

There are many possible coding structures. The typies of codes are
described below:

3.8.1 Classification Code

Classification is best described as the establishroé categories of
entities, types and attributes in a way that brillgs or similar items

together according to pre-determined relationshipsclassification is

by nature an ordered systematic structure. Sccldmsification code

places separate entities like events, people, gects) into distinct

groups called classes. A code is used to ideatifyclass from another.
Using this code, the user classifies the eventon® of several possible
categories and records the code. Classificatioeswastly simplify the

input process because only a single-digit codegsiired. The need for
writing lengthy descriptions or making judgemestgliminated.

3.8.2 Function Code

Function codes state the activities or work to leefgymed without
spelling out all the details in narrative statersernalysts use this type
of code frequently in transaction data to tell #ystem how to process
the data. For example, the design for the procgshim codes given like
the following to perform certain activities.

A - To add record

D - To delete record
U - To update record
E - To edit record
Otherwise,

1 - Addition of records
2 - Modification of records
3 - Deletion of records
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3.8.3 Card Code

Card codes allow the program to distinguish betwibentypes of card
and to determine whether the contents of a specdrd are correct.
These card codes are used in the punched cardsvamibh is for batch
process.

3.8.4 Sequence Code

Sequence codes are numbers or letters assignedies.s They tell the
order in which events have occurred. This codsingple to use and
apply. For example, employee numbers might be gasesdi
consecutively to employees as they are hired. alkes no provision for
classifying groups of like items according to sfieagharacteristics. An
advantage of the sequence code is that it can @wanlimited number
of items by using the fewer possible code digifss new items occur
they are simply assigned to the next higher unaseadber in.

3.8.5 Significant —Digit Subset Code

A well conceived coding scheme, using sub-codesimvlarger codes or
numbers, can provide a wealth of information torsiseSuppose item
number will be assigned to the different materatsl products a firm
stock or sells. One way is to assign numbers gueece, starting with
the first and going through to the last one. Quwrefix can be added to
the identification numbers to further describe tgpe of item. For

example:

PL - refers the product is Plastic and
ST - refers he product is steel

The codes can be divided into subsets or subcodebsaracters that are
part of the identification number that have speciaaning. The
subcodes tell the user additional information abthé item. For
example, in a bank examination, the registratiominer is assigned to
each candidate, which gives much information,

Let the assigned number be 11021978

11 - Centre where the examination is to be held
02 - The post number for which the candidate hatieg
1978 - The number assigned to the candidate.
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A frequent method of coding is by abbreviationlté hame of an entity
or attribute. The main ways of doing this are byemonic codes and
acronyms.

3.8.6 Mnemonic Code

Mnemonic code construction is characterized byusge of either letters
or numbers, or letters and numbers combinationchvldescribe the

items coded, the combinations having been derivaa tescriptions of

the items themselves. Mnemonic codes produce fewers than other
types of code where the number of items is reljtigenall and stable.

For example, M and F are more reliable than 1 greh@d Y and N for

Yes and No respectively. Another example for coration of letters

and numbers is, to describe 16 inch colour telemisiet, a use code is
TV-CL-16. Also the unit of measure codes are fergly mnemonic

codes. For example, cm — centimetre, m — metre; kitometre.

3.8.7 Acronyms

The acronym is a particular type of mnemonic regméstion formed
from the first letter or letters of several wordsAn acronym often
becomes a word in itself. For example,

MIT - Master of Information Technology
RADAR - Radio Detecting and Ranging

4.0 CONCLUSION

In this unit, you have been exposed to how to selata storage media,
the concepts of files, types of file, file orgariipa, files design,
database design, types of database and codingrsyste

All these play significant role in the design anghdtioning of a
processing system.

5.0 SUMMARY

In this unit, we have discussed file concept aneeisd categories of
data files. These most important methods of figaaization have also
been explained in a systematic way. Basic fadimise considered in
the selection of file media and file organizatiavé been pointed out in
this unit. Database design, its various typesatse included. Coding
design also play significant role in business datacessing system.
Different types of code have been defined.
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6.0 TUTOR-MARKED ASSIGNMENT
List out the specific advantages of database.
List out various types of database structure.

1
2.
3. What do you understand by Coding System?.
4 List out various types of code.
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1.0 INTRODUCTION

The fourth phase in the life cycle of a system e tsoftware
development. In the development phase, the compated business
system is developed to conform to the design spatibn prepared in
the preceding phase. This phase involves heavyrehfure because of
recruiting additional staff for the purpose of saite development,
purchase of machine, materials and the use of ctampacilities. The
principal activities performed during the develomin@hase are: (a)
External system development and (b) Internal systaplementation
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planning, preparation of manuals and personnelumsé training, and
equipment acquisition and installation. Softwarevelopment and
performance testing are considered to be the pahcactivities of
internal system development.

2.0 OBJECTIVES
After completing this unit, you should be able to:

understand different tasks of system development

know the importance of prototype

find out various factors to be considered priosystem selection
understand the term ‘benchmark’

define the various parameter responsible in censig the
selection of a language

3.0 MAIN CONTENT

3.1 Tasks of System Development

Major tasks of system development have been sumeathhkelow:
0] Implementation Planning

After the initiation of development phase is apmadyvimplementation
planning starts. Essential parts of implementapiam are:

(@) A plan for testing the computer program compisieboth as the
integrated assembly of its individual programs asdin element
of the overall business system.

(b) A plan for training the personnel associatethwihe development
of software on the new system. This includes perssho will
provide inputs to, receive output from, operaten@intain the
new system.

(c) A conversion plan that provides for the coni@rof procedures,
programs and files preparatory to actual changefveer the old
system to the new one.

(i)  Software development phase

Software development phase can work along withirtti@ementation

planning efforts. If it is necessary, system fltvaxts are expanded to
show additional detail for the computer program ponents. The

complete database is developed. Input and outlmst &re identified

and computer program logic flowcharts are prepéoecdach computer
program component.
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(i)  User Review

Reviews are held with the principal user throughin@ development
phase. A review of test plans, training plans, aodversion plan is
quite important because users are directly involvednplementation
activities.  Users’ concurrence with the impleméota plan is
extremely important to carry on the software depmalent work in an
efficient way.

(iv) Equipment acquisition and installation

In the design phase, special hardware requireduppat the system
may have identified. If the hardware is not ordedaring the design
phase, it is proper time to go for it. It is alsae that all hardware
components are not required at a particular tingabse the needs vary
depending upon the type of software being developéidis, therefore,
necessary that a proper schedule should be prepareatquisition of
hardware components.

(v)  Coding, debugging and testing of computer progrm

Each of the computer programs that make up theeesystem is coded
and debugged. This means that each computer pnogracomplied
error free and successfully executed using thedatst prepared by the
programmer.

(vi) System testing

System tests are performed to verify that the cdergoased business
system has met its design objectives.

(vi) Reference manual preparation

Proper reference manual for the various individuaiso will be

associated with the new computer-based informasigstem must be
prepared.

(viii) Personnel training

Operating, programming and user personnel are elainsing the
reference manuals, forms and procedures as traaidsy All sorts of

training activities must be completed prior to tlser acceptance review
which occurs at the end of the development phase.
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(ix) User acceptance review

At the end of development phase, the computer-basetem is
reviewed by the management of the user organizat®@presentatives
of the information service organizations and otiféected organizations
take part in this review. Design phase reportetigyment phase report
and test reports are some of the important docusnevitich are
responsible for the acceptance review.

3.2 Prototype Installation

A prototype installation is the process of creatimigveloping and
refining a working model of a final system. It doeot contain all the
features or perform all the necessary functionsthef final system.
Rather, it includes large number of elements tdkeniadividuals to use
the proposed system to determine what they like and do not like and to
identify features to be added or changed. Appboaprototyping, the
process of developing and using the prototype, thmas following
characteristics.

0] The prototype is a live, working application.

(i)  Its main purpose is to test out the assumption niaglehe
analysts and users about the features of requystdrs.

(i)  Prototypes can be quickly created.

(iv)  They follow an iterative process.

(v)  They are relatively cheap.

Application prototyping has two primary uses. Tinst one is that it is
an effective device for clarifying user requirengent Written
specifications are typically created as a vehiokedefining application
features and the requirements that must be satisfie

A second use of application prototyping is to wetlie feasibility of a
system design. Analysis can make experiment udgilifferent
application characteristics, evaluating user reaciind response.

The rationale for application prototyping is a dir@utgrowth of the

need to design and develop information systemskiyjiefficiently and
effectively.
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Application prototyping is a proven technique thraproves the overall
effectiveness of the development efforts for thedb of user, analysts
and the organization as a whole.

3.3 Hardware and Software Selection and Performance
3.3.1 Hardware Selection

The decision to acquire computer hardware or soéwaust be handled
in the same way as any other business decision.vahety of sizes and
types of computing resources available puts otheddn on the analyst
who must select suitable hardware, software oricesvand advise the
top management accordingly.

Today, selecting a system is a serious and timewsumg business.
The time spent on the selection process is a fomaf the applications
and whether the system is a basic micro-computer mainframe. In
either case, planning system selection and acguekperienced help
where necessary pay off in the long run.

There are various important factors which shoulddesidered prior to
system selection. They are:

(@) Define system capabilities that make senséhiobusiness.

(b)  Specify the magnitude of the problem; i.e. i§jawhether
selection entails a few peripherals or a majorsieniconcerning
the mainframe.

(c)  Assess the competence of the in-house staff.

(d) Hardware and software should be consideredpasiage.

(e) Develop atime frame for the selection process.

() Provide user indoctrination. This is cruciakpecially for first-
time users. Selling the system to the user gpaflvide adequate
training and creating an environment conductive
implementation is pre-requisite for system acquisit

The selection process should be viewed as a prajetia project team

should be formed with the help of management. Sélection process
consists of several steps which are discussed below
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1. Requirement analysis

The first step in selection is understanding ther'asrequirements
within the frame work of the organization’s objees and the
environment in which the system is being installed.

2. System specifications

System specifications must be clearly defined. s&hspecifications
must reflect the actual applications to be handigdthe system and
include system objectives, flowcharts, input-outpeguirements, file
structure and cost.

3. Request for proposal

After the requirement analysis and system spetifioa have been
defined, a request for proposal is prepared antiteeselected vendors
for bidding.

4. Evaluation and validation

The evaluation phase ranks various vendor propesalsietermines the
one best suited to the user’s requirements. kdadnto items such as
price, availability and technical support. Systeatidation ensures that
the vendor can, in fact, match his/her claims, esflg system
performance.

5. Vendor selection

This step determines the vendor with the best coatiain of reputation,
reliability, service record, training, delivery tamlease/finance terms.
The selected vendors are invited to give a presentaf their system.
The system chosen goes through -contract negotsatibefore
implementation.

3.3.2 Software Selection

Software selection is a critical aspect of syst@awvetbpment. There are
two ways of acquiring software: custom-made orf-tbé-shelf”
package. Today, there is great demand for thedeagas because they
are quite cheap. There are other benefits also.

0] A good package can get the system running dyick

(i)  MIS personnel are released for other projects.
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(iii)

(iv)
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‘Home-grown’ software can take more time aitsl cost cannot

be predicted.

Package can be tested before purchasing it.

Some drawbacks of software packages are:

(i)
(ii)

These packages may not meet user requiremeisnespect.

Extensive modifications of a package usuadigults in loss of the
vendor’s support.

It can be observed that price alone cannot deterrtiie quality of

software. A systematic review is crucial for séleg the desired

software. Prior to selecting the software, thgqmioteam set up criteria
for selection. The criteria for software selectaye:

(a)

(b)
()
(d)
(€)
(f)
(9)
(h)
(i)
0)

Reliability: gives consistent results without any failure for a
specified time period.

Functionality: functions to standards.

Capacity: satisfies volume requirements of the user.
Flexibility: adapts to the changing needs.

Usability:  is user-friendly.

Security: ~ maintains integrity and prevents unauthorized.user
Performance delivers the results as required.

Serviceability: has good documentation and vendor support.
Ownership: has right to modify and share use of package.

Minimal costs: is justified and affordable for intended
application.

SELF-ASSESSMENT EXERCISE

List out the major tasks of system development.

What are the important factors to be considguadr to system
selection?

Explain briefly about the criteria for softwaselection.
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3.4 Benchmark Testing

The term “benchmark” was derived from the days witenmachinist in
a factory would use measurements at each bencleteontine if the
parts he was machining were satisfactory. In theputing field, to
compare one system with another, you would run dame set of
‘benchmark” programs, through each system.

A benchmark is a sample program specifically de=iigio evaluate the
performance of different computers and their sofewa This is

necessary because computers will not generally tse same
instructions, words of memory or machine cycle ave particular

problem. As regards evaluation of software, berarking is mainly

concerned with validation of vendor’'s claims inpest of following

points:

- minimum hardware configuration needed to opeagtackage.

- time required to execute a program in an idealrenment and
how the performance of own package and that ofrqgihegrams
under execution is affected, when running in a mult
programming mode.

The more elaborate the benchmarking, the moreycissthe evaluation.
The user’s goals must be kept in mind. Time camss also limit how
thorough the testing process can be. There musbio@romise on how
much to test while still ensuring that the softwéwe hardware) meets
its functional criteria.

Benchmarks can be run in almost all type of systemgironment
including batch and online jobs streams and withubkers linked to the
system directly or through telecommunications mesho

Common benchmarks test the speed of the centralepsor, with
typical instructions executed in asset of prograasswell as multiple
streams of jobs in a multiprogramming environmenifThe same
benchmark run on several different computers wilkenapparent any
speed and performance differences attributableg@entral processor.

Benchmarks can also be centred around an expeatgddge mix for
the programs that will run, a mix of different seft programs and
applications having widely varying input and outpulumes and
requirements. The response time for sending aceiviag data from
terminals is an additional benchmark for the congoar of systems.
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Benchmark is one of the evaluation techniques usethe computer
purchasers to determine which marking is besttientin marking out
their requirements in terms of both speed and cost.

3.5 Preparing Software Development Cycle

Software development, which involves writing of grams, begins after
systems design has been completed. Again, the wonre in the
previous phase is the foundation on which the wortkis phase will be
built-As long as system design has followed the@ples of structured
design, software development phase will start migpe But if the
structured principle have not been properly folldw#he results may be
disastrous.

In the structure chart (Fig. 1.), it is quite cléaat an information system
can be decomposed into a group of related modelash of which
represents a self-sufficient function within thewneystem. This
modular approach, together with certain programnunglelines and
regular reviews, represent the fundamental workiwncepts of
structured programming.

Sales Orde
Entry
Enter Order for filg Output File
Transaction update Maintenanc
Data Data Customer Shipping Sales Add New Modify
Entry Validation credit checld | documents Report Accounts | [Existing Dat

Fig. 1. A Structure Chart of a Sales Order EntrySystem
3.5.1 Identifying Program
Every large system consists of number of small znog because these
smaller programs are easier to write, modify, ttesboot and maintain

as compared to very large and complex program. nidwular approach
serves as the basis for identifying separate progira
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3.5.2 Program Logic and Flowcharts

As we move closer to the time when programmers sidirt writing
programs called coding. The detailed logic beh&adth program is
generally the program flowcharts, data flow diagsaor in a more
English-like form called pseudocode.

The program flowchart is a detailed graphical reprgation of the
logical flow of data within that module. It servas the logical road
map that the programmers will use to write programgntode. When
following structured programming principles, theogram flowchart
must use the standard symbols as shown in FigdZarain guidelines
concerning control structures which will now be aésed:

Processing Symbol

Input/Output Symbol

<> Decision-making Symbol

C

Terminal

O Connector

Off-page Connector

Fig. 2: Standard Symbols Used to Construct a Progm Flowchart

3.5.3 Control Structure
Any program whether it may be simple or complex) ba developed

using only three basic control structures; (bthién and (ii) do-while.
Let us describe each briefly.
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Simple Sequence

A simple sequence structure is used when a sefieteps must be
carried out in linear sequence. These steps heijnthe first and end
with the last. Fig. 3 shows a simple sequenceatoing some of the
steps necessary to validate employee wage datanodele in a payroll

system.
1

Enter wage data

" Walidate wage
data )

Print error :
Teport

EMND

Fig. 3: A Simple Sequence Structure Example

If-then Structure

The if-then structure is used to transfer controinf one point in a
program to another. This transfer is based on ingetut certain
condition. Suppose we want to write a program whad employees
with more than 10 years of experience are to kedisn a specific
report. Fig. 4 shows how the if-then structure benused to perform

this test.

1s the ’ 3
employee No

- - having more L
. than 10 yra . . -
- - - of exp - :
. Ptimt '
* [ employee namejf -

5

Figure 4: If-then Structure Exampll'e'
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Do-while Structure

The do-while structure is used when it becomes sszog to loop
through or repeat over and over a sequence of.stepgping starts at
the entrance of the structure and continues whil@respecified
condition still exists.

It is important to remember that a do-while struettests immediately
for a pre-specified condition and does not allowy processing between
the entry of the do-while structure and this teBtocessing within the
structure can only be done after the test has beste and in the line
that returns to the top of the do-while structuré€herefore, a record
must be read before a do-while structure is entinethe first time.

Suppose we want to access an employee file, reddreaord and print
its contents. As you can see from fig. 5 a regenetad before the do-
while structure is entered for the first time. leximately upon entering,
the test for more record is made and if there aveemecords then the
contents of the first record will be printed anc#rer record will be

read. This process continues until the last recéxtthat time, control

passes out of the structure and to the next progtam

O - “floppy |
. J . L . “ .

"Read s record

&

Y

Read a
record

4 Print contents /'
T of record ’

yes - - r

- Entry into
‘do-while
structure

Is
there
more’
records?

Test

Fig. 5: A Do-While Structure Example
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Combining Control Structure

Each of these three control structures can be awedldio form complex
flowcharts and complete programs. Fig. 6 is a detapprogram
flowchart for a process that reads accounts rebkiv&cords from a file
and prints a list of those customers whose accoamgsmore than 60
days overdue and whose balance is greater<i@0MWO00

[ o7
I

Read an acgdunt
receivable ‘:-ﬁor'd '
of a cusiomer

y

i In
No 7 atconnt >.
B 50 days -
. ovarduc

. _Ye:r

- : s
Read a nexy - Balance >
record i ! Ra. 10,000

Yes

Print customer’s
name

Fig. 6: A Complete Program Flowchart
3.5.4 Pseudocode

These program flowcharts show the logic of a prograPseudocode
often used as an alternative to this techniqueresges the logic of a
program in English statements. It is a verbaleatihan a graphic in
nature. Fig. 7 shows various steps necessarydd amd print the
contents of a file with the help of flowchart angepdocode.

One advantage of pseudocode is that it closelynmeles the form that

the actual programming code will take. Another attage is that it
avoids laying out symbols on paper.
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Pseudocode

Read a record

Do-while more data
Write record
Read record

End do

END

Read a record

Reed a
Tecord

Print ¢ontents
. of & record
. Is . . yes
¢ more . - T
) roecords?

Fig'. 7. Pseudocode and a Flowchart Equivalent
3.6 Software Specification Language Selection Criteria

After the program flowcharts or pseudocode havenbsmmpleted, a
programming language must be chosen. Often thatelwill depend
on the language in which most of an organizatiatter programs are
written. This ensures consistency and eases tlitenance problem.
Nevertheless, a number of different languages aneiatly in use, only
a few of them need to be considered for the purpbsgpreciating the
issues involved in choosing a programming languagle languages
that are discussed are: FORTRAN, COBOL, BASICn@ dBASE.

FORTRAN (FORmula TRANSslation) is a compact language that
serves the needs of both the scientist and ecotmmidain advantage
of this language is that it supplies large librafyMathematical and
Engineering subroutines being utilized by the paogmer in solving
different type of problems of numerical and scigntiin nature.
Handling files containing voluminous data is de®ty not a strength of
this language.

COBOL (COmmon Business Oriented Languagejs one of the most
popular languages used for large data processioglgms. Its main
strengths lie in handling files of large size ahd éase of understanding
and editing the program. COBOL can solve simpith@aetic problems
but does not help in solving any complex mathemaapcooblems.

BASIC (Beginners’ All-purpose Symbolic Instruction Code) is the
most popular conversational programming languadeis simple to
understand. Various versions of BASIC have beeweldped by
computer manufacturers for their computers. Isustable for both
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mathematical and business problems. It has bemmadly designed for
use in time-sharing environment but can also bel wse a standard
programming language in a batch-processing enviemm The main
problem in BASIC language is that most versionghid language do
not support indexed files.

C is a quite powerful programming language whichssampact as its
name. C can be used where programmer wants to have moreoton
over the hardware because it provides featuresvibatd typically be
possible with machine/assembly languages only.s Tdnguage is quite
popular among people who are engaged in develaggystgem software
like operating systems or other utilities. Theadigantage of this
language is that the program is not too easilypteiable and it takes a
long time to learn.

dBASE is a Fourth Generation Language which is more golicgtion
development tool rather than a programming languadfe provides
features to store and retrieve data. The majoartdge of this language
Is the query and reporting facility which helpsganerating the report
quickly. It is quite simple and easy to understatfdhe volume of data
to be processed is very large, the program cannbecpite slow.

Numbers of parameters responsible in considerimgsiiection of a
language are:

volume of a data

complexity of processing
compatibility with other systems
types of input/output
development efforts.

3.6.1 Volume of Data

This covers two aspects:

0] Number of files

(i)  Number of records

Some languages put a restriction on the numbeiled that can be
accessed at a time. For example, dBASE Ill + gaenden data files
whereas COBOL does not have such restrictions @30 observed that
most languages tend to become slower when theside becomes

larger. This slowing down feature due to large hamof records is
usually found in Fourth-Generation Languages. @&her also the
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extreme where certain tools are not desirable feergt low volume of
data. This is typically true of DBMS based product

3.6.2 Complexity of Processing

Some applications take little bit input, do smallctilation and generate
output. There are quite simple reporting progranifhiese programs
would not require much computation work. On thkeothand, some
applications involve plenty of computation, for exale analysing data
from a drilling rig exploring for oil. These woulalso benefit from the
use of mathematical co-processors. FORTRAN isnguage that is
desired for such type of applications. Some sieaets also help in
doing complex computations. In case the applicatioes not involve
complex computation but require repetitive compatet, a language
like COBOL or dBASE would be desirable.

3.6.3 Compatibility of other Systems

Any new system cannot exist in isolation but hasdeexist with other

systems. Generally we face the problem that scate files may have

to be accessed by the old and new systems. listimst adhered to, the
result could be chaotic and may also require amithii overheads. It is
also possible that the two systems, if in differamguages, may not be
able to read the same data files e.g. COBOL progreamnot directly

read dBASE Ill file. This compatibility issue h&s be kept in mind

even when two parts of the system are written fiedint languages. In
such situation, it may not suffice that sharingdata is permitted, and
two programs may need to invoke each other.

3.6.4 Types of Input/Output

Two issues are involved:

0] Types of Input/Output device

(i)  Complexity of Formats

While considering the types of input/output devitlkat are required,
the answer is normally yes or no. For exampl@ gdrogram needs to
give output to a plotter, dBASE may not be suitable

Complexity of format is little bit more difficultot decide. Some
applications may definitely need graphic output, which case the
options are to use an integrated package like LOTLES3 or VP

Planner, which has the capability of giving outptlihere may be some
applications which require complex formatted scseen printouts. In
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such cases, one method to be explored is “Howcaliis the format?
Can it be modified to make programming efforts derfpy

For example, the user may have asked page number bhottom of the
report whereas the REPORT FORM of dBASE would ptitg page
number on top of the page. Printing the page nurabéhe bottom of
the page may mean program writing instead of udiegools available.
If the user wants ad hoc queries then a powerferyglanguage like
dBASE Ill would be suitable.

3.6.5 Development Efforts

The parameter could sometimes be the decider. nfdia reasons for
different languages taking different amounts obeffor the same task
are:

0] features available in the language
(i)  learning time

A simple example of feature availability is thatsh@ersions of BASIC
do not support indexed files whereas COBOL suppodexed files.
The learning time required to gain proficiency ebblecome a critical
factor if software has to be developed in a languabat the
development taken is not familiar with. It is pib$s that even a
particular language offers many good features bighitake enough
time to learn. It is very possible that programgnianguage is chosen
based on what language the people in the orgamizate familiar with.

4.0 CONCLUSION

This unit has taken you through the intricacies diferent tasks
involved in system development, the importance arsdallation of
prototype and various factors to be considered poisystem selection.

The unit has also exposed you to the term benchmuadkits testing,
preparation of software development cycle and titer@ (parameters)
guiding the selection of software specificationgaage such as volume
of data, complexity of processing, compatibilitythvother system, types
of input/output, etc.

5.0 SUMMARY
System analyst play very important role in deveigpinformation

systems that are useful to management and emplaypedsisiness
systems. The system development life cycle, theoBactivities that
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analysts and designers carry out to develop andlemgnt an
information system.

Prototyping is an appropriate development stratgggn predicting the
user's requirement is not possible. A prototypeyasion of an

information system having the essential featurasnoti necessarily all
details of the user interface or performance edficy, is developed and
put into use.

6.0 TUTOR-MARKED ASSIGNMENTS
1. Describe “Benchmark Testing” briefly.

2. List out various parameters responsible in aw@rglg the
selection of suitable language in a big organizatio
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1.0 INTRODUCTION

The amount and complexity of software developedayodtagger the
imagination. Software development strategies hatecome up with
the standard and because of this software prodimtseot meet the
application objectives. Subsequently control mist developed to
ensure a quality product. Basically quality assoeais the review of
software products and its related documentation dompleteness,
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correctness, reliability and maintainability. Thisit deals with various
issues involved in the quality assurance, testimysystem control.

2.0

OBJECTIVES

At the end of this unit, you should be able to:

3.0

3.1

highlight various issues involved in quality asswe, testing and
system control.

point out the role of quality assurance in vari@iages of a
Software Development Life Cycle.

illustrate the significance of various levels @sts and their
different functions.

explain the role played by system control in a patar system.

MAIN CONTENT

Quality Assurance in Software Life cycle

The software life cycle includes various stagedafelopment and each
stage has the goal of quality assurance. Steps tekthis regard are
summarized below:

3.1.1 Quality Factors Specifications

The goal of this stage is to describe various factoainly responsible
for quality of the proposed system. They are devi:

(i)

(ii)

(iii)

(iv)

(vi)
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Correctness:The extent to which a program meets system
specifications and user objectives

Reliability: The degree to which the system performs its
intended functions over a time.

Efficiency: Computer resources required by a program to
perform a particular function.

Usability: The efforts required to understand and operatesyst

Maintainability: The ease with which the program errors are
detected and removed.

Testability: The effort required to test a program to ensure its
correct performance.
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(vii) Portability: the ease of transporting a program from one
hardware configuration to another.

(viii) Accuracy: The required precision in input, editing,
computations, and output.

(ix) Error tolerance: Error detection and correction versus error
avoidance.

(x)  Expandability: Ease of expanding the existing database.

(xi)  Access control and audit:Control of access to the system and
the extent to which that access can be audited.

(xii)  Communicativeness:Usefulness and effectiveness of the inputs
and outputs of the system.

3.1.2 Software Requirements Specifications

The quality assurance goal of this stage is to iggéadhe requirements
documents that help in providing technical speatfans for developing
the software.

3.1.3 Software Design Specifications

In this stage, the software design document defittes overall
architecture of the software that provides the fioms and features
given in the software requirements document.

3.1.4 Software Testing and Implementation

The quality assurance goal of the testing phasdoisnsure the
completeness and accuracy of the system and miithie retesting
process. In the implementation phase, the gotd rovide a logical
order for the creation of the modules and, in tuhe creation of the
system.

3.1.5 Maintenance and Support

This phase provides the necessary software develapfor the system
to continue to comply with the original specificats. The quality
assurance goal is to develop a procedure for dovgeerrors and
enhancing software.
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3.2 Levels of Quality Assurance

Analysts use three levels of quality assurancsting, verification with
validation and certification.

3.2.1 Testing

System testing is quite expensive and time consgimpiocess. The
common view of testing held by users is that ip&formed to prove
that program is error free. But this is quite idifft since the analysts
cannot prove that software is free from all softeroors.

Therefore the most useful and practical approachwith the
understanding that testing is the processing ofwkeg a program with
the explicit intention of finding errors, that imaking the program fail.
A successful test, then, is one that finds an error

3.2.2 Verification and Validation

Like testing, verification is also intended to fiedors. It is performed
by executing a program in a simulated environméfalidation refers to
the process of using software in a live environnteriind errors.

When commercial systems are developed with the n@m of
distributing them to dealers for sales purposesy thirst go through
verification, sometimes called alpha testing. Taedback from the
validation phase generally brings some changebarsoftware to deal
with errors and failures that are uncovered. Theset of user is
selected for putting the system into use on alasis. These beta test
sites use the system in day-to-day activities; th@aypcess live
transactions and produce normal system output. id&tgdn may
continue for several months. During the courseatifiating the system,
failure may occur and the software will be chang€dntinued use may
bring more failures and the need for still morenges.

3.2.3 Certification

The last level of quality assurance is to certifgttthe software package
developed conforms to standards. With a growingnated for
purchasing ready-to-use software, importance oftification has
increased. A package that is certified goes thmcugeam of computer
specialist who test, review and determine how weatheets the user’s
requirements and vendor’'s claims. Certificationssued only if the
package is successful in all the tests. Certiboathowever, does not
mean that is the best package to adopt. It omdgtstthat it will perform
what the vendor claims.
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3.3 Design Objectives: Reliability and Maintenane

The two operational design objectives continuatlyght by developers
are systems reliability and maintainability. Thsction will discuss
about the importance of these objectives and wagshieve them.

3.3.1 Designing Reliable Systems

A system is said to be reliable if it does not proel dangerous or costly
failures during its normal use. The definition agnizes that systems
may not always be used according to the desigespectation. There
are changes in the ways users use a system andinalbasiness
operations. However, there are steps analystgotlamv to ensure that
the system is reliable at the installation stagd @s reliability will
continue even after implementation.

There are two levels of reliability. The first Ewshows that the system
is meeting the right requirements. This is possiily if a thorough and
effective determination of systems requirementsewmarformed by the
analyst. A careful and thorough systems studgagsiired for this aspect
of reliability. The second level of systems reliigpinvolves the actual
working of the system delivered to the user. At tlevel, systems
reliability is interwoven with software engineerinagd development.

Reliability has three approaches shown in Table 1.
Table 1. Approaches to Reliability
S/N  Approach Description Example

1. Error avoidance Prevents errors from It is isgdole
occurring in the software in large systems.

2. Error detection  Recognizes errors when  Traps and
and correction they are encountered and modifegsl
corrects the error or the  arithmetic steps:

effect of the error so Compensates for
that system does not fail. unexpedimsic
values.

3. Error Tolerance Recognizes errors Shuts dowin pa
when they occur, of the system.
but enables the Does not perform
system to keep some processing
running through but keeps the system

degraded performance. operational.
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3.3.2 Designing Maintainable Systems

When the systems are installed, they are normalgdufor a

considerable period. The average life of a systemenerally 4 to 6
years, with the oldest application often in use twer 10 years.
However, this period of a constant use brings withithe used to

continually maintain the system. When system il funplemented,

analysts must take precautions to ensure thatdbe for maintenance is
controlled through design and testing and the tgtbib perform it is

provided through proper design practices.

SELF-ASSESSMENT EXERCISE 1

I List out various factors which are responsilde the quality of a
system.

. Explain briefly the different levels of qualigssurance.

iii.  Explain briefly the importance of system rddihty.

3.4 Maintenance Issues

Many studies at the private, University and govegntrievel have been
conducted to learn about maintenance requiremesrtsinformation
systems. These studies reveal the following facts:

(@) From 60 to 90 percent of the overall cost dfveare during the
life of a system is spent on maintenance.

(b)  Often maintenance is not done very efficiently.

(c) Software demand is growing at a faster rata thagply. Many
programmers are spending more time on systems enante
than a new software development.

Several studies of maintenance have examined tpbe tf tasks
performed under maintenance (Lientz and Swanso80)19 Table 2
summarizes the broad classes of maintenance founihformation
systems environment.
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Table 2. Types of System Maintenance

Category  Activity Relative frequency

Corrective  Emergency fixes, routine 20%
debugging.

Adaptive Accommodation of changes 20%

to data and files and to
hardware and system software.

Perfective  User enhancement, improved 60%
documentation, recording for
computational efficiency.

3.5 Maintainable Designs

The key to reduce the need for maintenance, whakimg it possible to
do essential tasks more efficiently, are as foltows

(@) More accurately defining the user’s requireraahiring systems
development.

(b)  Making better systems documentation.

(c) Using proper methods of designing processingicloand
communicating it to project team members.

(d)  Utilising the existing tools and techniquesiffective way.

(e) Managing the systems engineering processing Imetter and
effective way.

Now it is clear that design is both a process apdoduct. The design
practices followed for software has a great eftacthe maintainability
of a system. Good design practices produce a ptothat can be
maintained in a better way.

3.6 Testing Practice and Plans

It should be clear in mind that the philosophy behiesting is to find
errors. Test cases are devised with this purposgnd. A test case is a
set of data that the system will process as nompmalt. However, the
data are created with the express intent of detengniwhether the
system will process them correctly. For examplest tcases for
inventory handling should include situations in @rhithe quantities to
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be withdrawn from inventory exceed, equal and ass kthan the actual
guantities on hand. Each test case is designddtiaetintent of finding
errors in the way the system will process it.

There are two general strategies for testing soéw@ode testing and
Specification testing.

In code testing, the analyst develops those casesxécute every
instructions and path in a program. Under spetibn testing, the
analyst examines the program specifications ana Wrées test data to
determine how the program operates under specibaditons.
Regardless of which strategy the analyst followere are preferred
practices to ensure that the testing is useful.e THvels of tests and
types of test data, combined with testing librgreee important aspects
of the actual test process.

3.7 Levels of Tests

Systems are not designed as entire systems noneyrdested as single
systems. The analyst must perform both unit astesy testing.

3.7.1 Unit Testing

In unit testing the analyst tests the programs ntpkip a system. For
this reason, unit testing is sometimes called @nwgitesting. Unit
testing gives stress on the modules independehtywe another, to find
errors. This helps the tester in detecting erorsoding and logic that
are contained within that module alone. The erresulting from the
interaction between modules are initially avoidéebr example, a hotel
information system consists of modules to handeemetions; guest
check-in and checkout; restaurant, room service amscellaneous
charges, convention activities, and account rebéviilling. For each,
it provides the ability to enter, modify or retreeata and respond to
different types of inquiries or print reports. Ttest cases needed for
unit testing should exercise each condition antbapt

Unit testing can be performed from the bottom dgrtsig with smallest
and lowest-level modules and proceeding one atme.ti For each
module in bottom-up testing a short program is useexecute the
module and provides the needed data, so that tldlmaes asked to
perform the way it will when embedded within thegler system.

3.7.2 System Testing

The important and essential part of the systemlIdpueent phase, after
designing and developing the software is systetintes We cannot say
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that every program or system design is perfectl@m@whuse of lack of
communication between the user and the designer soror is there in
the software development. The number and natuegrofs in a newly
designed system depend on some usual factors tkemcinication

between the user and the designer; the programmleitisy to generate
a code that reflects exactly the systems spedicsitand the time frame
for the design.

Theoretically, a newly designed system should tetihe parts or sub-
systems in working order, but in reality, each sybtem works
independently. This is the time to gather all$bhbsystem into one pool
and test the whole system to determine whether aetenthe user
requirements. This is the last chance to detettcanrect errors before
the system is installed for user acceptance testiihe purpose of
system testing is to consider all the likely vaoas to which it will be
subjected and then push the system to its limits.

Testing is an important function to the succesghefsystem. System
testing makes logical assumption that if all thetpaf the system are
correct, the goal will be successfully activatednother reason for
system testing is its utlity as a user-orientedhisle before

implementation.

System testing consists of the following five steps

Program testing

String testing

System testing

System documentation
User acceptance testing

Program Testing

A program represents the logical elements of aegystFor a program
to run satisfactorily, it must compile and testadabrrectly and tie in
properly with other programs. It is the resporigibof a programmer
to have an error free program. At the time ofingsthe system, there
exist two types of errors that should be checkBadese errors are syntax
and logic. A syntax error is a program stateméat violates one or
more rules of the language in which it is writtedn improperly defined
field dimension or omitted keywords are common ayrérrors. These
errors are shown through error messages genergattite lcomputer. A
logic error, on the other hand, deals with incdrréata fields out of
range items, and invalid combinations. Since twgchl errors are not
detected by compiler, the programmer must examime output
carefully to detect them.
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When a program is tested, the actual output is emetp with the

expected output. When there is a discrepancy,sdwence of the
instructions, must be traced to determine the probl The process is
facilitated by breaking the program down into smifitained portions,
each of which can be checked at certain key points.

String Testing

Programs are invariably related to one another iatetact in a total
system. Each program is tested to see whethemiiboms to related
programs in the system. Each part of the systetasied against the
entire module with both test and live data befdre whole system is
ready to be tested.

System Testing

System testing is designed to uncover weaknesaesvére not found in
earlier tests. This includes forced system failame validation of total
system as it will be implemented by its user in thperational
environment. Under this testing, generally we téd® volumes of
transactions based on live data. This volume @sessed until the
maximum level for each transaction type is reachBde total system is
also tested for recovery and fall back after vagiooajor failures to
ensure that no data are lost during emergencythillis done with the
old system still in operation. When we see thathoposed system is
successful in the test, the old system is discaertin

System Documentation

All design and test documentation should be wetppred and kept in
the library for future reference. The library fetcentral location for
maintenance of the new system.

User Acceptance Testing

An acceptance test has the objective of sellinguer on the validity

and reliability of the system. It verifies thatetlsystem’s procedures
operate to system specifications and that the iityegf important t data

Is maintained. Performance of an acceptance sesttually the user’'s
show. User motivation is very important for thesessful performance
of the system. After that a comprehensive tesbrteip prepared. This
report shows the system’s tolerance, performanegesaerror rate and
accuracy.
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3.8 Special Systems Tests

There are other six tests which fall under specségory. They are
described below:

0] Peak Load Test

It determines whether the system will handle theuwme of activities
that occur when the system is at the peak of asq@msing demand. For
example, test the system by activating all ternsimélthe same time.

(i)  Storage Testing

It determines the capacity of the system to stmameshction data on a
disk or in other files. For example, verify docurtaion statements that
the system will store 10,000 records of 400 bywrggth on a single
flexible disk.

(i)  Performance Time Testing

It determines the length of time used by the systmprocess
transaction data. This test is conducted priofiniplementation to
determine how long it takes to get a response to@unry, make a copy
of a file, or send a transmission and get a respons

(vi) Recovery Test

This testing determines the ability of user to kecodata or re-start
system after failure. For example, load backup copgata and resume
processing without data or integrity loss.

(v)  Procedure Testing

It determines the clarity of documentation on operaand use of
system by having users do exactly what manualsestquFor example,
powering down system at the end of week or responth paper-out
light on printer.

(vi)  Human Factors Testing

It determines how users will use the system wheatgssing data or
preparing reports.
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SELF ASSESSMENT EXERCISE 2

I What are the different types of system maintee@nExplain
them briefly.

. Describe briefly about ‘Unit Testing'.

iii.  What do you know about various special systdass? Explain
briefly.

3.9 Designing Test Data

The proper designing of test data is as importanha test itself. If test
data as input are not valid or representation td tiabe provided by the
user, then the reliability of the output is doubtfi’est data may be live
or artificial. The live data is that which is aally extracted from the

users’ files. After a system is partially constad; the programmers or
analysts ask the users to key in a set of data themormal activities.

It is difficult to obtain live data in sufficient naount to conduct

extensive testing.

The atrtificial test data is created solely for tpstrposes. Properly
created artificial data should provide all combioas of values and
formats and make it possible to test all logic andtrol paths through
the program. Unlike live data, which are basedat@s typical values,
artificial data provide extreme values for testittge limits of the

proposed system.

3.10 System Control

In a computer system, controls essentially mearextent to which the
system is secure against human errors, machineumcélbn or
deliberate mischief. The amount of control to lmpled can vary
depending upon the importance, critically and vauof the output.
Depending on the nature of the system or the arsoahimoney at
stake, the designer will need to build in differgge of controls within
system procedures, program and operations.

3.10.1 Objective of System Control
Control mechanisms are designed to achieve thewwolh objectives:

(@) Accuracy: The system should provide informatend reports
which are accurate in all respect.

(b)  Reliability: The system should continue to ftiok as it is

designed to function. It should not break down dige
malfunction of equipments.
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(c)  Security: Files and programs in the system nhestsecured
against accidental damage or loss. Procedures rhast
established to restrict access to data by auttbriger only.

(d)  Efficiency: Efficiency of the system will essadly mean
performing the tasks in the best manner and producutput of
highest quality with least efforts.

(e) Audit: System controls should cover the aspeictauditing
procedures. Facilities should be designed so thanaaction can
be traced from its creation to its final use. Témpect of control
assumes added significant in case of online systesdmsre
written documents may not exist for some transastio

()  Adherence to organization policies: System omstshould not
conflict with organization policies and must promosuch
policies. For example, by ensuring that payrollpi®duced
accurately and by a specified time, the organimatibjective of
paying all employees in time will be promoted.

It may not always be possible to provide adequatgrols in the system
to meet the above objectives fully. Sometimespaty happen that too
many controls may adversely affect the performasiciae system. On
the other hand, lack of adequate control may credtaos and

dissatisfaction. It is therefore, a question ad#&-off between the
control and their objectives and as stated earti®es, decisions will

depend on the nature of the system and criticdligsdunctions.

3.10.2 Types of Control
Two types of controls which affect the operatioraafystem are:

- External control
- Internal control

External controls to a system, as the name impliedaws, regulations,
procedures and policies outside the scope of teesywhich affect the
operations of the system.

Internal controls are basically plans, procedugesdelines, rules and
checks under which the system must function. Mafsthese internal
controls will be specified as a part of system giesbut some of these
may be internal controls of the organization — wibh without
computerization.
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3.11 Audit Trail

In online systems, unlike batch environments, thmeg not be copies
of input source documents to fall back on if theteyn fails during
processing. It is also possible for online usersign on to a system,
make changes in data already stored in files agml aif again without
leaving a visible clue as to what happened. Unllesssystems analyst
develops an audit trail, no such protection exrstnline systems.

Audit trail is the path which a transaction tracésough a data
processing system from source documents to sumrepoyts. In other
words, it refers to the facilities or proceduresichhallow a transaction
to be traced through all stages of data processewinning with its
appearance on a source document and ending witinaitsformation
into information on a final output document. Thed# trail contains
complete details such as reference numbers, daseses which are
recorded in files, ledgers and journals so thalirigpof these records to
source documents becomes easier. It is genengijable in manual
accounting system. But in computerized systems igenerally not
available unless the system is specially desigoehb tso.

Audit trails are not primarily for the use of awtg. Rather they are
guite important tools that are designed to help tfaagement. The
auditors use these tools which management had foacdssary for
internal purposes.

4.0 CONCLUSION

In this unit you have learnt the importance of guahssurance in
software life cycle and various issues involvedgumality assurance,
system testing and control.

You have also been taken through the various lewélsquality
assurance, various levels of testing and desigiestgdata.

This stage of system control and quality assurgmags a vital role in
the implementation stage of system developmentrac#ing of errors.

5.0 SUMMARY

It is thus seen that quality assurance, testingsystem control play a
vital role and each of them contribute to the depslent of efficient
software. Quality assurance has to be implemeattedery stage of the
software development life cycle. Implementationeach level thus
paves way for a better step in the next stage.h B system testing
and the unit testing should be done so as to aweidccurrence of error
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during implementation stage. Using Audit trail #ile transactions
occurring during a period of time can be tracked.

6.0 TUTOR-MARKED ASSIGNMENT

1. List out the objectives of system control.

2. What is the difference between internal andrexiecontrol?
3 Explain briefly about ‘Audit Trail'.
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1.0 INTRODUCTION

A system cannot be completely effective unlesssitadequately

documented. It should be documented as it is baiegted. That is, at
various stages of the system development, stafpsrtse should be

prepared for those management personnel for whemsytstem is being
designed. Such reports could include flowchamsjgion tables, output
forms and other documents thus far developedIsdt iacludes various

problems encountered, suggested solutions and tirgsuschedule

revisions. In this way, management remains fulljaie of system’s

progress so that they can offer criticisms or saggbange while it is

still economically and physically possible to makeese changes
without it being necessary to revise the entirdesys These progress
reports are excellent basis on which to build acldéi documentation.
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2.0 OBJECTIVES

At the end of this unit, you should be able to expl

° The characteristics of good documentation andateus types
° The tool needed for documentation
° The guideline/format to be followed for preparingood

documentation package.
3.0 MAIN CONTENT
3.1 Characteristics of Good Documentation
Documentation is considered to be good if it hasfthlowing qualities:

(@) Availability: It should be accessible to thok® whom it is
intended.

(b)  Objectivity: It must be clearly defined in antuage that is
easily understood.

(c) Cross-referable: It should be possible to redesther documents.

(d) Easy to maintain: When the system gets matlifieshould be
easy to update the documentation.

(e) Completeness: It should contain everythingledeso that those
who have gone through it carefully can understaedsiystem.

3.2 Types of Documentation
There are five major types of documentation. Téey

0] Program Documentation

(i)  Operation Documentation
(i)  User Documentation

(iv) Management Documentation
(v)  Systems Documentation

3.2.1 Program Documentation

Many companies discuss about programming documenthtit fail to
provide it adequately. Before a program is dewethpthe systems
analysts should provide the programmer with the uired
documentation. The logic in some programs is lgesicribed by a
flowchart. Sometimes, decision tables are mostrap@te for
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explaining the logic of a program. Programmersusthmsist on proper
documentation before starting a job.

Four items constitute normal documentation requioeegach program.

° Copying in final form of all input/output documeraffecting the
program.

° Statement of standards for coding structures apaitioutput
layouts.

° Clarification of the program’s interface with otheelated
programs.

° General flowchart or decision table.

The programmer’s responsibility in documentation ts provide

information to enable future programmers to makeessary changes.
Personnel turnover is normal feature in any businasad turnover is
particularly high among programmers. A company maver think that
a programmer assigned to a specific program wilabailable in two

years, when some modifications to that program raguired. For

continuity of information a company must insist complete and
meaningful documentation.  Typically a documentatitolder is

provided for each program which contains all thputvoutput forms

associated with the program, a detailed flowchartiecision table for
the program use a set of operator and user inginsct

Maintaining this type of documentation is costlydaimme consuming,
for, programmers do not take interest in spendimg tfor this type of
work. Routine changes occur frequently in a progemnd all changes
must be covered in the documentation folder. Bt very changes
which require the updating of existing documentatoe the reasons for
maintaining accurate documentation.

3.2.2 Operations Documentation

A well designed system may run for a long time wittle or no
assistance from the systems department. Thisaapeim only when the
system has been documented in a proper way. Footenmunning of
the system, the console operator must have comkheteledge about
the job. Providing the computer centre with a sétoperating
instructions will not serve the purpose. The insions must be in a
form readily accessible to the console operatorvamitien in simple and
understandable style. A systems analyst must tiyblg discuss all the
requirements of new jobs with the operations dtafbre the job can be
properly transferred.
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The run book is traditional in computer centres.isla collection of
operator instructions for each program at an itetah and typically
contains:

0] Narrative, describing the run
(i)  Listing of the programmed error conditions
(i)  Detailed information for running the job, ihding:

- input/output forms to be used

- anticipated problem areas and how to handle them

- detailed description of file assignment of eactput/output
device

- disposition of data files after completing thé jo

- general block diagram of the programming logic

- restart procedures

The run book generally takes the form of a loosé t@tebook because
of the case of substituting sheets as programsgehat should be kept
in mind that an operator in a multiprogramming eonment must

monitor many programs simultaneously. Instructiomgst be simple

and complete enough for executing the job correctly

3.2.3 User Documentation

Systems users require proper documentation to mrepadeveloping

system and to smoothly carry out existing ones. nheet this

requirement, each system should have a manuakg®is everything

the users must know to do their job correctly. rdsequire two general
types of information; complete details to handleheaase the system
processes, and overall picture of the system sotliegy can see their
role in the total operation of the company.

The manual should supply the following information.

° General flowchart of the system

° Assignment of responsibility for specific tasks

Standards for work flow, including target dates aeadlines for
specific tasks

Simple input and output documents

Detail procedures

Anticipated exceptions and instructions on howaadle them
Accuracy standards for data in the system

The systems department must write a thoroughlyilddtaarrative of
each system, including the proper handling of rmutases, as well as
exception handling. A staff member in the userasigpent must have
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an authority to consult when faced with a case mmtdled before.

Properly prepared manual which is always availat@da provide the

information needed by user. Supervising staff Beruareas must
understand the overall picture in each systemgsstaff members must
understand the details of their function. Thisuiegs documentation, in
the form of charts, graphs and illustrations, sat the supervising staff
has a clear grasp of their department’s role irtdked system.

3.2.4 Management Documentation

The documentation required by corporate managedigats quite a lot
from that required by users. The systems desigmest know the
requirements of the management and provide docatientto enable
management to perform three functions:

0] Evaluate progress on systems development

(i) Monitor existing systems

(i)  Understand the objectives and methods of namd existing
systems

Management, in general, is primarily interesteénowing the system’s
overall objectives and basic operations. A briehomal highlighting the
key steps in each system may be prepared for mar@age Good
managers have an exceptional ability to get tordlo¢ of a system and,
their experience should enable them to retrievermétion from a
system’s summary or chart which may not be apparcerhe systems
analyst.

3.2.5 Systems Documentation

Each phase in the systems development cycle isngmoed by
appropriate documentation. The systems request) &t is initially
mark verbally, eventually must be written. It issttable for the client
and a systems analyst to work jointly in writing trequest since each
can contribute knowledge the other does not have written system’s
request is merely a statement of the user’s prablem

In documenting the results of its deliberationg $election committee
must specify the following:

(@) The objectives of the impending feasibilitydstu

(b)  The extent of the authority of the feasibiligam
(c)  The individual or group responsible for compigtthe study
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A feasibility report is probably the most importarform of
documentation in the system development cycleactiomplished the
following two purposes:

M It defines the objectives of the proposed sys$echange in
reasonable detail after a sufficiently detailedigtu

(i) It gives a plan to attain these objectives.

The documentation of this plan must be thoroughughaso that system
designers could produce a complete and effectiggeBy. At various
points during systems design, the designing teadymes the following
additional forms of documentation:

0] File Specification: detailed definitions of duacfile in the
system, best done in graphic form.

(i)  Transaction Specification: detailed descops of all output
anticipated from the system.

(i)  Output Specifications: detailed descriptionsf all output
anticipated from the system.

Documentation also includes plans to test the systed convert from
the old to the new one. The systems analyst nisstpovide a plan to
train the personnel affected by the changes.

During the life cycle of the completed system, #Hystem itself must
provide documentation of how well it is operatingdaconsequently
should be designed to yield data about itself msrenal by-product.

SELF ASSESSMENT EXERCISE 1
i Describe the characteristics of a good documemtat

. List out various types of documentation.
lii.  What is user documentation?

3.3 Software Design and Documentation Tools

Well designed, modular software is more likely toeen the
maintenance, reliability and testing requiremeftree specific tools
are described below:

- Structured flowchart

- HIPO diagrams
- Warnier/Orr diagrams
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3.3.1 Structures Flowchart

Structured flowcharts, also called Nassi-Schneiderncharts, are
graphic tools that force the designer to strucaaiware in modular as
well as top-down form. They provide a proper suue that can be
retained by the programmer for developing the appbn software.
The programmer should be expert in using the siradtflowcharts.

The basic elements used in developing structucedctharts are:

- Process
- Decision
- Iteration

Process

Simple processes or steps in a program are shovenregtangular box,
the process symbol. This symbol represents irmdabn of values,
input and output operations and calls to executergirocedures.

Decision

The decision symbol represents alternative conditibat can occur and
that the program must have a manner of handlinfige decision symbol
may show actions for more than two alternativebatsame time.

Iteration

The iteration symbol represents looping and remhetof operations
while a certain condition exists or until a conalitiexists.

The structured flowcharts use no arrows or contiona on separate
pages. Each structure flowchart is shown on alesisgeet of paper.
When designing a structured flowchart, the systanayst specifics the
logic in a top down fashion. The first considesatin a process is the
top element. The second in sequence is next oowrshnd so forth.
Similarly, there is a single exit from the process.

3.3.2 HIPO Diagram
It is another tool commonly used for developingteyss software. It is
an acronym for Hierarchical Input Process Outplihis method was

originally developed to provide documentation dasise for
programmers/analysts.
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The major concept upon which HIPO is based is tgaly structured
modular design. The HIPO documentation uses ectstel that is
similar to an organization chart. This type ofusture allows the
enforcement of major principles to HIPO, a top-titbm approach to
design. The emphasis is made on forcing the flbdata down through
the system, not in the opposite direction.

The main data behind the top-to-bottom approadheaselimination of
“output-oriented” systems solutions. An outputeotied system is
concerned with providing output and does not bo#tawut the sound
principles of system design. In essence, an owpented system often
gets the job done without delay.

Unfortunately, many data processing organizatiogstda employ this

type of rationale in their system designs. Outmignted systems are
often fragmentary, with large gaps evident in ihgid and flow of data
throughout the system. Programs written for tigetof system often
duplicate each other in part. The net effect & tinore programming
efforts are required, with a resultant loss of nwawgxr and time.

The HIPO concept, with its highly ordered structaral top-to-bottom
approach, tries to eliminate piecemeal system degigriew of general
HIPO structure is shown in Figure 1.

& [
‘|1111| |1112] ’_;Igl |11i4|:|1>3'1'1| i
r—'l_'l I_I_I - s

. 11‘111] |nu'zl : 11141I quzl

Figur'e 1:  Structure of HIPO chart identifying aII of the components
within the chart by number at each of the sub-level

As you can observe that HIPO structure is quiteilamto that of a

manager’s organizational chart. The numbers showarious boxes of
HIPO chart provide a means of identifying eachho$ sub-levels and
component blocks on the chart. The rationale didsuding and

identifying the component blocks within a HIPO dgsiis extremely
important. Applying this concept, the analystapable of defining and
completely laying out the overall structure of thetire system under
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study. The HIPO approach is mainly designed toomrnodate the
development of a system.

3.3.3 Warnier/Orr Diagram

Warnier/Orr diagrams, also known as logical comdiom of
programs/logical construction of systems are poweidols aimed at
designing of program structures by identifying theput and processing
results and then working backwards to determine s$keps and
combinations of input needed to produce them. Singple graphic
methods used in Warnier/Orr diagrams make the deielthe system
evident and movement of the data between them.vivid

Warnier/Orr diagrams clearly show the various psses and sequences
in which they are performed. Each process is ddfim a hierarchical
way. At each level, the process is shown in ak®mathat groups its
components (figure 2). Since a process consistdifterent sub-
processes, a Warnier/Orr diagram employs a setawkbts to indicate
each level of system clearly.

Brackets denote set and subsets

3 ~N
Brackets denote
Sets and subsets b { } -
Ny - Monday
(Week days Tuesday
Days of the week Wednesday
Thursday
< Friday
Week end days
~ Saturday
Sunday

The set of days in the week has week days and ametlas subsets.
Figure 2. Set Notation used in Warnier/Orr Diagrams

Warnier/Orr diagrams are very powerful design toamtsl offer some
distinct advantages to systems experts. They arte gimple in

appearance and easy to understand.

SELF-ASSESSMENT EXERCISE 2
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I List out various software design and documeateatools.
. What do you mean by HIPO diagram? Explain byief
1 Explain briefly the Warnier/Orr diagram

3.4 Need for Documentation

Preparation of documentation is quite importanitagepicts what the
system is supposed to be and how it should perftarfunctions. It

illustrates both technically and economically howyatem would better
serve the objectives and goals of the company. ubentation

improves overall operation in addition to managenagal audit control.

It also serves the following purposes;

0] Reviews the progress or development of an appbn software.

(i)  Communicates facts about system to users.

(i)  Communicates between personnel working on exvetbpment
project.

(iv)  Provides necessary guidelines to allow coroecor revision of a
system or its computer programs.

(v)  Provides operating instruction to users andaiggg staff.

(vi) Assists in the reconstruction of the systencase it is destroyed.

(vii) It helps the management to determine if tieevrdesign achieves
the objectives of the company within the estabtishenstraints
and if it is justifiable from a cost standpoint.

(viii) Documentation serves as a focal point frorhieh the analysts’

design can be assessed and as a standard to izedutis
reference once the system is implemented.

3.5 Guide Lines/Format for Preparing Documentation
Package

There are, as yet, no universal documentation atdsdsince systems
vary greatly in form, contents and requirementshe Tormat of each
documentation package will be based on the follgvapaints:

0] Characteristics of system:Some designs require descriptive
while others can be explained with the help of chags.
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(i)  Management’s attitude towards documentation:The analyst
must prepare the documentation package within ithgakions
established by the management.

(i)  Equipment restraints: A company with large and integrated
computer system having teleprocessing facilitied waquire
more formalised and technical documentation thatompany
with a more conservative and small computer system.

3.6 Elements that Comprise a Documentation Package
A documentation package consists of the followilegrents:

- Cover letter

- Table of contents

- Narrative

- Flowcharts

- File specification

- Program specification

- Cost of the proposed system and of its altereativ
- Test brochures

0] Cover Letter

The cover letter is a correspondence primarily tanagement, that
describes the benefits of the new design and teaemglly helps in
selling the system. It should be kept in mind thatless the
documentation is approved, the new system will né&eeimplemented
and the analysts’ work will be of no use. Thus émalyst must try to
convince the management that the new design pexsenfeasible and
appropriate to satisfy the objectives of the conypaifhe cover letter
should describe the purpose and function of the system clearly. It
should be written in concise language to facilitagxecutive
understanding, without requiring complete famityari with the
intricacies of the system.

(i)  Table of Contents

The inclusion of a table of contents is an absohgeessity. Pages in
the documentation package must be numbered and-@fesenced in
this table of contents.

(i)  Narrative

With the narrative, we begin the detailed formwatof the new system.
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(iv)  Flowcharts

Each sub-system within the analyst’'s formal desigould be explained
with the help of flowchart.

(v)  File Specification
Each file within the formal design must be desdilgth regard to:

- Purpose

- Programs that will use the file

- Volume

- Frequency of use

- Source from which the file is obtained
- Description of fields

- Layout and samples

(vi) Program Specification

At this point, the analyst must segment the nevigdeso that each unit
have separate program, assuming that the desigsels approved by
the management.

(vii) Cost of the Proposed System and of its Altewatives

The details of cost must be shown as part of doatemien.

(viii) Test Brochures

The analysts should describe the operations ancegures (including
test data) that will be employed to test the newteay, once it is
approved.

4.0 CONCLUSION

Documentation is very vital to system developed artdkes place at
every stage of the systems development. Thoughe som the

documentation will need to be updated at the canmtuof the project
and from time to time as the system is being regtw

This unit has taken you through the importance @funentation in

system development, its characteristics and théerdiit types of
documentation.
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Also the various documentation tools and format fareparing
documentation package has been discussed.

5.0 SUMMARY

The unit stresses the need for effective documentat all stages of the
software development. The various type of documdigcussed above
are helpful to various personnel in their respectunctional areas. It

also stresses the need to use various tools forgrdeg and
documenting a software package.

6.0 TUTOR-MARKED ASSIGNMENT

1. Why is documentation needed?
2. What are the elements that comprise a docunemia@ckage?
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1.0 INTRODUCTION

A crucial phase in the system life cycle is thecassful implementation
of the new system design. Implementation inclualeshose activities
that take place to convert from the old systenh®rtew one. The new
system may be completely new, replacing an existingnual or
automate system or it may be major modificatiomroexisting system.
In either case, proper implementation becomes sacgsso that a
reliable system based on the requirements of tganization can be
provided. Successful implementation may not guasammprovement
in the organization using the new system, but ipppranstallation will
prevent it. It has been observed that even thedyssem cannot show
good result if the analysts managing the implentemtalo not attend to
every important details. This is an area wheresyls@ems analysts need
to work with utmost care.

This unit discusses the three aspects of implertienta

° Training personnel
° Conversion procedures
° Post-implementation review

In each area, the particular elements of that aspecdiscussed, along
with the methods of handling each aspect efficieatid effectively.
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2.0 OBJECTIVES

After completing this unit, you should be able to:

° appreciate the importance of training of persommeblved with
system.

° get familiar with various training methods of cemsion and
operation plans.

° explain post implementation review.

° highlight various issues involved in system maiatece and
designing of computer contract.

° get proper understanding about various factors for
hardware/software acquisition and vendor’s selactio

° understand the importance of service bureau anash¢ing use of
computer.

3.0 MAIN CONTENT
3.1 Training of Personnel Involved with System

Even well-designed system can succeed or fail lsecatithe way they
are operated and used. Therefore, the qualityvedtdy the personnel
involved with the system in various capacities badp hinders and may
even prevent the successful implementation of mamagt information

system. Those who are directly or indirectly retawith the system
development work must know in detail what theiremlwill be, how

they can make efficient use of the system and whetsystem will or

will not do for them. Both systems operators aselrs need training.

3.1.1 System Operators Training

Running of the system successfully depend on th&opeel working in

the computer centre. They are responsible forigioy the necessary
support. Their training must ensure that they abée to handle all
possible operations, both routine and extra-orgimanature.

If the system calls for the installation of new gxupent, such as a new
computer system, special terminals or differenadattry machines, the
operators’ training should include such fundamen#éa how to turn the
equipment on and use it, how to power off and awkedge of what

constitutes normal operation. The operators shaldd be trained on
different type of malfunctioning, how to recognitem and what steps
should be taken whenever they arise. As partaf thaining, operators
should be given both a troubleshooting list thatnitfies possible

problems and remedies for them, as well as the saand telephone
numbers of individuals to contact when unexpectednusual problem
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arise. Training also involves familiarization withn procedures, which
involves working through the sequence of activitieeded to use a new
system on an ongoing basis.

3.1.2 User Training

User may be trained on use of equipment, partiuiarthe case where,
for example, a microcomputer is in use and theviddal involved is

both operator and user. In such cases, user neugtvlen training on
how to operate the system also. Questions that earivial to the

analyst, such as how to turn on a terminal, homgert a diskette into a
micro-computer, or when it is safe to turn off gguent without danger
of data loss, are significant problems to new usérs are not familiar
with computers.

In most of the cases, user training deals withojeration of the system
itself, with proper attention given to data hangdlitechniques. It is
imperative that users be properly trained in meshad entering
transactions, editing data, formulating inquiridsjeting and inserting
of records. No training is complete without faimizing users with
simple systems maintenance activities. Weaknesany aspect of
training may lead to awkward situations that creser frustration and
errors.

3.2 Training Methods

Training of operators and users can be organizeseueral different
ways, most important are:

0] Vendor and In-service training
(i)  In-house training

3.2.1 Vendor and In-Service Training

Often the best source of training on equipmenthis vendor who
supplies the equipment. Most vendors offer extenseducational
programs as part of their services. For exampiB offers
complimentary two or three days short-term coutsepurchasers of
many of their mini and mainframes. The coursederefl by
experienced trainers and sales personnel, covaspécts of using the
equipment, from how to turn it on and off, to thierage and retrieval of
data. One session is kept for hands-on trainirgp ao that the
participants can freely use the system in the piasef the trainers.

If special software such as teleprocessing packagedatabase
management system is being installed, sending peetao off-site
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short term courses providing in-depth trainingrsferable to in-service
training. These courses, which are generally piediby charging a fee,
are presented to personnel from many organizatlatisare acquiring or
using the same system. The benefit of sharingtiguess problems and
experiences with persons from other companieshstantial.

3.2.2 In-House Training

The main advantage of offering in-house traininghest instruction can
be tailored according to the requirements of tlganization. Often the
vendors negotiate fees and charges that are momomical so that
company can involve more personnel in the traimnggram than is
possible when travel is required. However, theadimntage of
distracting telephone calls, business emergenciéther interruptions
must be overlooked.

The other common approach is to evaluate by tagasg study example

that contains all sort of frequently encounterddagions that system is

able to handle. Then the user must use the systdrandle the actual

situations that is enter data as required, protesslata and prepare the
desired reports.

Although high-quality training is an essential step systems
implementation, yet it is not sufficient by itself.

3.3 Conversion Methods

Conversion is the process of changing from thesytem to the new
one. It must be properly planned and executedur Foethods are
common in use. They are: parallel systems, diceciversion, pilot

system and systems phase-in. Each method showdns&dered in the
light of the opportunities that it offers and preins that it may create.
However, it may be possible that sometimes, we beaforced to apply
one method over others, even though other methoalg Ibe more

beneficial. In general, systems conversion shd@daccomplished in
shortest possible time. Long conversion periogsiter problems for all
persons involved including both analysts and users.

3.3.1 Parallel Systems

The most secure method of converting from an oldew system is to
run both systems in parallel. Under this approadgrs continue to
operate the old system in the usual manner but dksy start using the
new system. This method is the safest one bedawsesures that in
case of any problems in using the new system, iitha@nization can still
fall back to the old system without loss of tim&lanoney.
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The disadvantages of parallel systems approach are:

° It doubles operating costs
° The new system may not get fair trial.

3.3.2 Direct Conversion

This method converts from the old to the new systebmuptly,
sometimes over a weekend or even overnight. THesydtem is used
until a planned conversion day, when it is replabgdhe new system.
There are no parallel activities. The organizatigres fully on the new
system. The main disadvantages of this approaeh @o other system
to fall back on, if difficulties arise with new ggsn. Secondly, wise and
careful planning is required.

3.3.3 Pilot System

Pilot system is often preferred in the case of rie&v system which
involves new techniques or some drastic changesrganization

performance. In this method, a working versiontloé system is
implemented in one part of the organization, suzla gingle work area
or department. The users in this area are awatetby are piloting a
new system and that changes can be made to imfitexaystem. Based
on the feedback, changes are made and the systerstafied in the

remaining departments of the organization, eitheratonce (direct

conversion method) or gradually (phase-in methodhis approach
provides experience and live test before implentema

3.3.4 Phase-in Method

This method is used when it is not possible toalhst new system
throughout an organization all at once. The casiverof files, training
of personnel or arrival of equipment may force #taging of the
implementation over a period of time, ranging frar@eks to months. It
allows some users to take advantage of the neveraysarly. Also it
allows training and installation without unnecegsase of resources.

3.4 Conversion and Operation Plans

After the system conversion is completed using @mg of the methods
mentioned above, the conversion plan starts. drctinversion plan, all
the activities that must occur to implement the rsgatem are properly
defined and put into operation. It identifies fersons responsible for
each activity and includes a time schedule for eativity.
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During the pre-implementation stages, when the emsion is being
planned, analysts should prepare a list of all 4askcluding the
following:

List all files for conversion

Identify all data required to build new files dugjiconversion
List all new documents and procedure used durmyersion
Identify all controls to be made during conversion

Assign responsibility for each task

Verify conversion schedules.

The conversion plan should anticipate problems amethods for
controlling them. The missing documents, mixecadatmats between
current and new files, errors in data translatiod aituation that were
overlooked during systems development are the campnablems. The
conversion manager must guard against the omissiasteps in the
conversion. This manager is also responsibledeiewing conversion
plans, verifying the delivery of equipment, softeaand preparing the
site.

3.4.1 Site Preparation

A major aspect of conversion is the preparatiorthef systems site.
Preparation activities include electrical and ainditioning preparation,

site layout and installation of the equipment.isithe best to have the
site preparation completed prior to the arrivaltled equipment, since
vendors are not in favour of delivering the systérthe construction

work is going on.

If the system is microcomputer, little site prepiama work is needed.
However, the electric lines should be checked tsuen that they are
free of static or power fluctuations. It is debiemto install a “clean”
line that is not shared by any other equipmenatiSelectricity is very
harmful for computers. Carpets should be avoidedhe computer
room. If carpetis necessary, it should be thesatic type that will not
allow static build-up.

The site layout should allow sufficient space fasving equipment in
and setting it up for normal operation. Vendorf miovide clearance
requirements for performing service and maintenanod for air
circulation.  These requirements must be stricthhemed to or
warranties can be voided and maintenance discantiruntil
specifications are met.
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3.4.2 File and Data Conversion

Data and file preparation consumes a large praportif conversion
time. Not only must the data be converted to enfdracceptable in the
new system, but analysts must ensure that thisugsvdthout loss of
detail or accuracy. By using record counts, finaincontrols and hash
totals, analysts are able to detect correct problguickly, before they
get out of control, even if the conversion involdada transmission.

3.5 Post-Implementation Review

After the system is implemented and conversionoimete, a review
should be conducted to determine whether the systemmeeting
expectations and where improvements are needed. poAt
implementation review measures the systems, pedace against pre-
defined requirements. It determines how well thstesn continues to
meet performance specifications. It also providermation to
determine whether major re-design or modificat®reiquired.

A post-implementation review is an evaluation afyatem in terms of
the extent to which the system accomplishes sttgattives and actual
project costs exceed initial estimates. It is Ugua review of major
problems that need converting and those that sedfaguring the
implementation phase.

The post-implementation study begins with the nevieam, which
gathers and reviews requests for evaluation. Useted change in the
system that affects the user or system performaneeprimary factor
that prompts system review. Once request is fileel user is asked how
well the system is functioning to specifications bow well the
measured benefits have been realised. Suggestgarding changes
and improvements are also asked for.

SELF-ASSESSMENT EXERCISE
I List out the various training methods for impagt training to
operators and users.

. List out four methods of system conversion.
iii.  Explain the importance of post implementati@view briefly.

3.6 Review Plan
The review team prepares a formal review plan atdbe objectives of

the review, the type of evaluation to be carriedand the time schedule
required. An overall plan covers the followingase
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M Administration Plan: Review area objectives, operating costs,
actual operating performance of data.

(i)  Personnel Requirements plansreview performance objectives
and training performance data.

(i) Hardware Plan:  Review of performance specifications

(iv) Documentation Review Plan:Review the system development
effort.

The review not only assesses how well the currgsties is designed
and implemented, but also is a valuable sourcafofrmation that can
be applied to the next systems projects.

The review team prepares a formal review plan atdbe objectives of
the review, the type of evaluation to be carriedand the time schedule
required. The review plan covers the followingaare

0] Administrative Plan:the following two activitte are reviewed
under this plan:

(@) User Objective: This is an extremely criticaka since it
may be possible that over a period of time eitherdystem does
not meet the initial objectives of the user or tser objectives
get changed as a result of changes in the ovdygttves of the
organization. The results of the evaluation areudwented for
future reference.

(b)  Operating Costs and Benefits: Under the adrnatisn plan,
current budget designed to manipulate the costssamohgs of
the system is closely.

(i)  Personnel Requirement plan: Under this plalh,aativities
involving system personnel and staff members aatagtiwith
the system are evaluated. After the plan is dgeslpthe review
group evaluates.

(@) Personnel performance objectives compared wgtirrent
performance levels.

(b)  Training performance through testing, condugimerviews and
other data gathering techniques.

(i)  Hardware Plan: the hardware of the new sysiemlso reviewed
including terminals, CRT and communication networkihe
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main target is a comparison of current performapeifications
with design specifications. It also points out essary
modification to be made.

(iv) Documentation Review Plan: The reason for eeviplan is to
evaluate the accuracy and completeness of the douation
complied to date and to its conformity with docunation
standards established earlier.

3.7 System Maintenance

The last part of the system development life cytde system
maintenance which is actually the implementation tbe post-
implementation review plan. When systems are liestathey are
generally used for long periods. The averagedffa system is 4 to 6
years, with oldest application often in use forro%@ years. However,
this period of use brings with it need to contipiahaintain the system.
Programmers/Analyst spends sufficient time for naamng programs.
The study on the maintenance requirement for thanmation system
revealed that

(@) 60-90 percent of the overall cost of softwanerdy the life of a
system is spent on maintenance.

(b)  In documented cases, the cost of maintenanoenweasured on
the basis of writing each instruction in codingnfipris more than
50 times the cost of developing a system.

(c) The software demand is increasing at fastex than supply.
Many programmers are devoting more time on systems
maintenance than on new software development. eTiera
backlog of new development work.

The maintenance can be classified as correctivantehs or perfective.
Corrective maintenance means repairing, processigerformance
failures or making alterations because of previpusdl-defined
problems.

Adoption maintenance means changing the programctitus.
Enhancing the performance or modifying the prograusording to
user’s additional or changing needs are included perfective
maintenance. The greatest amount of maintenanc& wofor user
enhancement and improved documentation of the mys$te better
efficiency. More time and money are spent on mdfe than on
corrective and adaptive maintenance together.
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Maintenance covers a wide range of activities idiclg correcting

coding and design errors, updating documentatiah tast data and
upgrading user support. Many activities classifigsl maintenance
actually fall under enhancements. Maintenance ®egsstoring

something to its original position.  Unlike ha@w, software does not
wear out; it is corrected. In contrast, enhanceémmerans adding,
modifying or re-developing the code to support dem in the

specifications. It is to keep with changing usexeds and the
operational environment.

The keys to reduce the need for maintenance whaldany it possible to
carry on with essential tasks more efficiently as€ollows:

(@) More accurately defining the user’s requiremguning systems
development.

(b)  Preparation of system documentation in a betssy.

(c) Using more effective ways for designing proasgdogic and
communicating it to project team members.

(d)  Making better use of existing tools and teche)
(e) Managing the systems engineering process afédyt

An addition factor in the success of the maintergmogrammer is the
work environment. Maintenance programmers havergdy been paid
less amount and receive less recognition than gitegrammers. Little
attention has been paid to their training and c¢gptsns within the MIS
function. Maintenance demands more orientationteaiding than any
other programming activities, especially for erigyel programmers.
The environment must recognize the needs of thenterance
programmer for tools, methods and training.

3.8 Drawing up Computer Contract

Generally it is observed that vendors have thein @tandard form of
contract which is prepared keeping into mind therest of the vendor
only. But during final discussion with the vendtrcan be negotiated
to add, delete or modify certain classes so thatdeand conditions of
the contract become reasonably equitable for blsides.

The buyer just looks into the following provisiois the contract to
safeguard his interest.
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3.8.1 Respective Responsibilities of Vendors and ers

The responsibilities and remedies available totteesides in the event
of non- or faulty performance of the system shddcclearly defined in
the contract. The remedies include special rersediamages (actual,
consequential and liquidated) and a specific perémce. ‘Special
remedies’ may be invoked when the vendor failsite ¢ghe delivery on
time or is found deficient at the time of carryingt acceptance tests.
Alternatives to special remedies are claims fouactonsequential and
liquidated damages. “Actual damages’ compensateardy for the
advantages lost in the actual bargain. ‘Consdpledamages’
compensate the parties in respect of all foreseelaislses because of
breach of contract condition. ‘Specific performe@nclauses are
attracted when a system fails the acceptance bes@use of memory
storage. In this situation, buyer can ask for @aldal memory at nil or
nominal cost within a specified time.

3.8.2 Documentation

The customer should have the right to stop payménproper
documentation required for the effective runningtloé system is not
provided by the vendor.

3.8.3 Hardware

It is necessary that each component of the coetlattardware is
identified and its performance criteria are cleastated in normal
operating condition.

3.8.4 Deliver and Acceptance

It should be clearly described about the delivecheslule and the
acceptance test/standards to be met by the compgutang normal

operating conditions throughout a specific peribdse.

3.8.5 Right of Use of Equipment from Other Vendors

The customer should have liberty to link peripherdfom other
manufacturers to the CPU. The vendor must haveegion from any
damage or extra costs resulting there from.

3.8.6 Warranties

Warranties should be included in the contract.
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3.8.7 Guarantees

For assuring reliability of the system, guaranteiesuld encompass the
following points:

° minimum hours of usable time per day.
° mean-time-between failures (MTBF).
° maximum time to repair.

3.8.8 Payments

It should be clearly explained in the contract leetthe rental/lease
payments made by the customer are in respect obeumf hours
actually used per month/shift or they are to maka #at monthly rate.
In lease contracts, provision of buying the equipmat certain
stipulated prices should also be kept.

The contract should provide the facility to protdet already negotiated
prices. Also, if the vendor insists on escalatitauses, the customer
should have the right to terminate the contractraedver compensation
for costs incurred on preparation.

3.8.9 Bankruptcy

The contract should provide explicit protectiontih@ customer in the
event of the vendor becoming bankrupt.

It is a fact that all the areas of problems angutss between vendors
and customers of computer hardware cannot be cdwerthe contract.
Still, the aforementioned checklists try to covee tproblems areas
usually encountered.

3.9 Hardware Acquisitions

Once a decision has been reached to install arousen computing
device, the next step is to prepare a list of $jpations of the proposed
system so that suitable vendors would be invitedrfeeting the specific
requirements.

The tender specifications are prepared as per naymapproved
feasibility report. Main technical parameters lod tvarious units of the
required hardware objectives of the project andemgntation schedule
are also included in the tender specificationsndées may also ask to
guote separately in respect of ‘leasing’ and ‘bgywptions. In addition
to this, the vendors may be required to furnish tegails of the
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infrastructure which the customer will have to aga and the likely
cost thereof.

3.9.1 Tender Evaluations

It is often seen that requirements as indicatedhieycustomer do not
match with the offer made by individual vendors vehthe specification
given by the vendors are far below the essentigliirements of the
customers, such offers may be rejected straighfveay the purview of
short listing. Marginal shortfalls may be conse&teron merits.
However, in case of additional features in the rsffeshich could be
categorized as ‘desirable’. It becomes necessagssign appropriate
weights to such features, in order to bring all bies on equal footing.
The additional features including quantifiable ei#fnces are:

° One time costs as well as in the continually rogniand
maintenance costs.

° Equipment characteristics such as storage capsctpeeds of
various units of computing device.

° In-built spare capacity as well as capability bé tsystem to

support additional peripherals.
° Additional support to be provided by the vendor.

3.9.2 Costing Factor

Cost consideration is quite important factor in pomer acquisitions.
Costs are of two types:

0] One-time costs such as cost of site preparafgpace, false
ceilings, special flooring, electrical fittingsyaonditioning etc.)

(i)  Continued running and maintenance costs of taetire
installations.

3.9.3 Equipment Characteristics

Hardware device which provides higher transfergdtbat is arranged
number of bytes passing between various functiomgis per unit of
time), or has large storage capacity or in casprioters, if the printed
characters per line are quite high, then such addit characteristics as
high mean-time-between failures (MTBF), compatibiliwith the
equipment, peripherals etc. available in the market

3.9.4 Potential for Growth

The following features can be considered in thisgary:
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° Potentiality of the system to grow beyond the entlly specified
capacity by adding on certain components,

° Potentiality of growth within a particular familgf computer
models,
° Capacity of the system to handle a large variépeopherals,

° Ability of the system to handle additional workdisa after
considering the peak hour loads.

3.9.5 Vendor Support
The features to be given weightage under the vesugqmport include:

hardware maintenance facilities offered,

training facilities provided,

assistance to be provided in software development,
back-up facilities provided by vendor in case ysdtem failure,
comparative delivery periods offered by differeahdors.

3.10 Criteria for Vendor’'s Selection

Mandatory requirement is that, if a vendor failsrieet them, he would
be screened out without any reason. The desidialecteristics would
surely be little bit difficult to evaluate because may offer several
alternatives in lieu of them. The criteria of vendelection may be
listed in descending order by importance as below:

3.10.1 Economic Factors

° Cost comparisons
° Return on investment
° Acquisition method

3.10.2 Hardware Factors

Hardware performance and its reliability
Facilities for modularity

Provision for back up facilities

Firmness of delivery date

Compatibility with existing systems

3.10.3 Software Factors

° Performance of software and its price
° Efficiency and reliability of available storage
° Programming languages available
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Availability of well documented package software
Firmness of delivery date for a promised software

Ease of use and modification as per user requimesme
Portability and its capacity to interface with g@vironment.

3.10.4 Service Factors

° Facilities provided by the manufacturer for dategerrors in the
new programs

° Provision of good training facilities

° Assistance in software development and convers$amiities
provided

° Maintenance terms and quality

3.10.5 Reputation of Manufacturer

° Financial stability
° Past history for keeping promises

These criteria may have to be further sub-dividedtigularly for
hardware performance and support services.

3.11 Acquisition for Proprietary Software Packages

Apart from few cases where software packages arelalged by outside
agencies as per requirement and at the expensles o$er organization,
the proprietary rights in the package remain wiid original developer.
This means that software package developed bydsutsjencies can
only be licensed for use. The mode of paymenthHerpurpose can be
possible in one of the following ways:

° Off-the-Shelf acquisition of programs stored irfi@py or in a
plug-in ROM module. (These modes are quite popurathe
case of software to be used on PCs.)

° Acquisition of the right to use a package by meafsa
monthly/periodical licence fee.

° One-off payment for a fixed period.

° Lump-sum payment in the beginning and periodicatvise
charges later on.

Some computer vendors are also interested in sungplgoftware
packages along with the system and thus form aegiat part of
computer operations. However, they like to chag@minal fee for the
use of such packages just to establish ownership.
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3.11.1 Technical Aspect of Proprietary Software

While considering the acquisition of a proprietagftware package,
following technical characteristics must be takeio account:

Memory size: Amount of memory required when residanthe
CPU
Run time: Some programs may occupy lesser memoty bu

much larger run times.

Adaptability: Ability to mix into a multiprogrammmm
environment and to utilize the existing resources
such as peripherals, operating systems, various
utility programs, etc.

File storage: File storage requirements and hoigieffitly it can
store and retrieve data.

Modularity: A package with a high degree of modiyahnas the
capacity to operate on various machines with
different configurations.

Expandability: It emphasizes the sensitivity ofadtware package
to handle an increased volume of transactions or to
integrate with other programs.

Reliability: Significant reliability related aspacalso include:

° the extent to which a package can still be usednan particular
module fails,

° types of errors on the part of the user whichafperformance of
the packages,

° ease of recovery in case of failure,
° capability of the package to run on different ¢gafation
Efficiency: This aspect encompasses capabilityhef gackage

under peak load conditions. Efficiency of a
package much depends on the language in which it
Is written and the operating system used.

Ease of: Implementation of an application packegfers to
all the

Implementation associated activities and vendopstipup to the
point where the package satisfies users’ needs and
the user can run it independently.
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Usability: It refers to the effort required to optr, prepare
the input and interpret the output of a program.
Additional points to be considered are portability
and understandability.

Vendor support: This is critically important in $ucareas as

documentation, software, modification
/enhancement/maintenance and educating the user
staff at different level — clerical, technical,

operational and managerial.

Security: This refers to the in-built capability thie package
to prevent unauthorized access to software and data
and to maintain proper integrity of the system.

3.11.2 Approaches to Software Evaluation
For software evaluation, following approaches héesn discussed:
(@) Benchmarking

Benchmark is nothing but a sample program specidégigned to
evaluate the comparative performance of hardwaseftware.

(b)  Experience of other users

Vendors generally gives a list of users who arisfsadl with their work.
But is advisable to seek the opinion independefidyn the existing
users whose configuration and operational envirarime closely
identical.

(c) Report of independent research organization

Nowadays many research organizations undertakegirof evaluating

the proprietary software offered by various sofsvagencies. These
evaluations are objective and comprehensive inreaturhey publish

the report at regular interval. The prospectivg/dbuof a software

package can have faith in their evaluation.

3.12 Service Bureaux

It has been observed that installing in-house cdemps quite a costly
affair. Thus a small user faces the problem ofifyisg such a large
amount in the initial stage and recurring expemditater on. It may
also be possible that he may not like to get in@dlin the setting up and
staffing of a computer department until a few aggtiobns have shown
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results. For such a user, number of consultings@ndce bureaux exist
that provide computer facilities to their clients a fee basis. This
service is available on as-needed basis or ont@oamg contract basis.

Large numbers of such service bureaux are functipm our country.

Quality of service rendered by these varies wideéBome bureaux are
run by companies who have acquired a computer gmtimg their own

requirements and rent out the spare time. The@srare low but
customer service is negligible. The user has tange for his own

computer operator and related computer stationerbhis type of

bureaux is good for persons having knowledge of ED& is available
at a cheaper rate. On the other hand, some sdmuviEaux provide
everything such as computer operator, tapes ankk diéc. Such

bureaux are little bit expensive but they are aunstooriented.

Alternatively, the user can entrust his entire jola service bureaux or
data centre. The charges of such bureaux varyidemably depending

on the responsibilities taken by them and the prt of the firm. The

charges are made up of the fixed cost for systeameldpment work and
also variable cost which depends on the voluméefiata processed.

3.12.1 Advantages of Using Data Centres

The various advantages of using data centres ohstdain-house
computer facility are given below:

0] The major benefit of using data centre is thety can make use
of computer without spending large initial amount.

(i) It eliminates staff and management problemsiseal by the
employment of a team of highly paid technical pssfenals in a
rapidly changed field of computer.

(i)  The small organization can utilize the expdmowledge of
experienced and qualified staff of data centre is Hata
processing job which is not available within orgaation.

(iv)  There is no fear of equipments becoming olisole

(v)  The small organization can get valuable expeeeof working

on computer before deciding whether or not to ihatain-house
computer.
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3.12.2 Disadvantages of Using Data Centres

0] Using data centre services relinquishes contfolital business
data whereas in-house computer offers the podgilofi strict
security measure.

(i)  Loss of control over the time taken to proceéssa is suffered by
an organization due to data centre. Off-premisenpder
processing may be inconvenient.

(i)  In using the data centre, staff members @ tinganization are not
getting familiarly with working on computers.

(iv) Use of data centre makes the organization nieget on a second
party which is not aware of the need of the orgation.

3.13 Financing Use of Computers

After deciding which computer to acquire, the basiofiguration and a
general plan for its expansion, a further decis¢ias to be taken as how
to finance the use of computers. There are thra@mapproaches for
financing the use of computers: renting; leasinguatright purchase.
Determining which approach is appropriate depends the
characteristics and plans of the organization atithe the acquisition is
made. None of the above approaches have an edgeothers. The
features of each method of acquisition have beenngrized in the
following table:

Comparison of Computer Systems Financing Options

Method of Acquisition | Advantages Disadvantages

Renting Short-term Most expensive
commitment. High option. Little control
level of flexibility. | of equipment change
Does not requireAll vendors are not in
cash up front. favour of renting.

Leasing Pre-determined More expensive tha

payments for fixed pyrchase. May hay
period. ~ Does not|imitations on hours of

require  cash  UpPequipment use.
front. Usually better

service from vendor
than under renta
Little risk of
obsolescence

D -
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Outright purchase Least cost in theRisk of obsolescenct
long run. Distinct Permanent
tax advantages ipncommitment. Full

case of profit{ responsibility for all
making firm. Al types of problems

business investmen Immediate and more

Full control over| requirements as

equipment use. compared to other
options.

3.13.1 Renting

The renting method is generally popular. Rentagd dor using the

system on a short-term duration, generally frono 12 months. It is

paid on a monthly basis. Both the user and supphaee the option of

cancelling the rental with advance notice, usudllyor 60 days ahead of
the termination date.

Because of short-term commitment, the renter (ude3 lot of
flexibility. The decision for purchasing a systean be delayed until
financing is adequate. Flexibility can be partgly important when an
organization is experiencing planned rapid growtld svill outgrow a
specific system in a short period. Another advgaia that the user can
obtain better maintainability, as the manufactuseresponsible for the
maintenance of the equipment.

Rental is quite expensive as compared with othguiaition methods.
Monthly payments are higher and the user orgawoizatoes not get any
tax benefits, other than deduction of the montldgtal as a business
expense.

3.13.2 Leasing

A lease is a commitment to use a system for a Bpeine, generally
from three to seven years. Payments are pre-deiednand do not
change throughout the course of the lease. Depgrah the terms of
the lease, payments are monthly, quarterly, semitanor annual and
include the cost of equipment service and maintemarit the end of
lease period, the leasor generally does not bectimeowner of
equipment.

Leasing is less costly as compared with rentalcaBse of commitment
for a longer duration, the supplier will genergtisovide better services
and facilities to user. Leasing protects agaiashmnical obsolescence
also.
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No capital investment is required to lease a coempsystem. Leasing
offers specific tax benefits. In addition to detilug the cost of the lease
as a business expense, tax credits are sometinelbde for the
investment, which directly lowers the income tabusiness pays.

3.13.3 Outright Purchase

The ownership of computers through outright pureh&s the most
common method of computer acquisition and is bengnmopular as
lease costs rise. In due course of time, the @sloption frequently
costs the least, especially in the light of the tsenefits that can
sometimes be achieved.

Under purchase, the user organization takes title equipment. Of
course, method for the purchase must be taken éq@enating funds or
borrowed. And, in a sense the user organizatiologked into the
system it purchases, since changing to a diffesgstem is difficult
problem.

The user organization must arrange its own maim@maeither by
engaging his own maintenance staff, of by entenrig maintenance
contract with the manufacturer. The former methodlves stocking
of components and all the associated attendantgnsb In addition, if
the equipment was financed, payment on the loant rbas made
periodically, the cash outflow still may be lowdrah with renting or
leasing, depending on the terms arranged by thehpser. In return for
the outgoing cash, purchase offers some tax berad§io.

4.0 CONCLUSION

System implementation phase of the software dewsdop life cycle is
the crowning phase of the entire system developrpesject. It can
render all the efforts put into the projects inyioes phases useless if
not properly done. Therefore, this phase has puttiarough how to
properly go about the implementation of the system.

This includes training the different categoriespefsonnel that will be
involved in the operation of the system, the tragnmethods, methods
of conversion from the old system to the new omst{mplementation
review, maintaining the system, etc.

5.0 SUMMARY
This unit explains the significance of the implentation phase of the

software development life cycle. Even though tws at the fag end of
the life cycle, it can’t be ignored because by dano, all the efforts that
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has been put till the previous phase will becomiel.vd=ach aspect of
implementation i.e. training of personnel, convegtithe system and
reviewing the system after implementation has aisaant role to play
in the successful implementation of the system.

6.0 TUTOR-MARKED ASSIGNMENT
What do you know about system maintenance?

1.
2. What are the criteria for vendor’s selection?
3 List out the different approaches for softwaraleation.
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